Super-Resolution without Imaging: Library-Based Approaches Using Near-to-Far-Field Transduction by a Nanophotonic Structure
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ABSTRACT: Super-resolution imaging is often viewed in terms of engineering narrow point spread functions, but nanoscale optical metrology can be performed without real-space imaging altogether. In this paper, we investigate how partial knowledge of scattering nanostructures enables extraction of nanoscale spatial information from far-field radiation patterns. We use principal component analysis to find patterns in calibration data and use these patterns to retrieve the position of a point source of light. In an experimental realization using angle-resolved cathodoluminescence, we retrieve the light source position with an average error below \( \lambda/100 \). The patterns found by principal component analysis reflect the underlying scattering physics and reveal the role the scattering nanostructure plays in localization success. The technique described here is highly general and can be applied to gain insight into and perform subdiffusive parameter retrieval in various applications.

KEYWORDS: super-resolution, metrology, optical sensing, nanostructure, cathodoluminescence, plasmonic antennas

Advances in semiconductor technology and the biological sciences generate great interest in optical characterization at nanometer scales. Because wide-field microscopy is fundamentally unable to reproduce nanometer-scale details, due to the diffraction limit, a wide range of super-resolution techniques, which work around this diffraction limit, have been developed and deployed. These techniques are used in direct imaging as well as in precision metrology, which relies on many of the same phenomena. Many super-resolution techniques rely on exploitation of a carefully engineered point spread function (PSF) that describes the transformation from a point on the sample to the image plane. In the case of fluorescent super-resolution techniques, which photoactivated localization microscopy (PALM), an image is built up by individually identifying and localizing optically active sites by fitting their PSF, which requires precise knowledge of the PSF and invokes the assumption that the active sites are sparse point emitters. In contrast, near-field scanning optical microscopy (NSOM) achieves high-fidelity images by constructing a sharply defined PSF, at the cost of a complicated measurement apparatus. Techniques using a PSF either require explicit inversion through computational elimination of the PSF from image features, or produce an image that is smoothed out by convolution with the PSF. In both cases, spatial resolution scales with PSF width and a good PSF model is crucial to the success of the technique.

Looking beyond the paradigms of real-space imaging, it is very well possible to circumvent the need for a PSF model and retrieve spatial information from radiation patterns directly. The scattering properties of nanophotonic structures depend strongly on their nanoscale features, with parameters such as relative position, size, and permittivity of features all affecting far-field information channels, such as radiation pattern, scattering spectrum, and total radiative rate. Such changes in scattered signals may be observed, regardless of the details of the imaging system. Figure 1 sketches the particular case where a light source moves in the vicinity of an optical antenna. This displacement leads to clear changes in the radiation pattern (scattered intensity vs direction) as a function of displacement, illustrating the principle that the structure factor of a scattering system provides information about its internal configuration. This insight has already enabled nanoscale information retrieval in particle detection, position sensing, and even imaging. Propagation of spatial information through strongly scattering systems has also been studied in the context of deconvolution.
of imaging through complex media. However, the general challenge of imaging-free retrieval of nanoscopic information remains largely unexplored.

In this work, we study how a scattering structure in the near-field of a sample embeds nanoscopic information into far-field radiation patterns, enabling the experimental retrieval of the position of a point-like source of light with deeply subwavelength precision. In doing so, we introduce a general-purpose localization technique based on principal component analysis, which provides understanding of which features in radiation patterns contribute to localization precision. We verify that this precision is indeed caused by the scattering structure through comparison with dummy measurements. More generally, we discuss how information about specific features of partially known systems may be extracted from alternative far-field channels, such as radiation patterns, rather than from real-space imaging of parts of a sample.

## PARAMETER RETRIEVAL METHOD

To demonstrate our parameter retrieval procedure, we first discuss a synthetic experiment on the basis of a theoretical toy model. This model consists of a point source of light located in a plane that lies a fraction of a wavelength below a subdiffractive linear array of four scattering sites, as shown schematically in Figure 2a. We consider strong scatterers with parameters such as we might find for the plasmonic resonance of silver nanoparticles 100 nm in diameter. Our objective is to retrieve the position of the light source with respect to the array, just from far-field scattering patterns. We describe this system with a discrete dipole model. This powerful tool to study the qualitative behavior of collections of scattering sites natively includes multiple scattering, self-action, and propagation delay. Multiple scattering leads to induced dipole moments for each of the array antennas, depending on light source position. Variations in the far-field scattering patterns then result from interference between the different scattering pathways. Figure 2b,c shows calculated scattering patterns for two positions of the light source, plotted as radiant flux as a function of parallel momentum into the upper half-space above the structure and source. The parallel momentum $k_x = k_0 \cos \phi \sin \theta$ and $k_y = k_0 \sin \phi \sin \theta$ is equivalent to a reporting of azimuthal angle $\phi$ and polar angle $\theta$ (angle relative to the normal to the scattering target), and this type of scattering pattern is readily measured in nanophotonics, for instance, through back-focal plane detection. In the present example, the radiation pattern has only a comparatively broad feature due to the small spatial extent of the target (Figure 2b). The pattern shifts and changes upon a change of source position (compare Figure 2b and c). A set of such scattering patterns for light source positions spaced $\lambda/32$ apart,
in a $64 \times 64$ grid, constitutes a library of synthetic reference data.

In order to systematically identify patterns in the library, we employ the technique of principal component analysis (PCA), which is used in a variety of fields to help detect patterns in complicated data sets.\textsuperscript{34–36} Specifically, we construct a matrix $A$ whose rows contain the pixel intensities for each of the normalized reference images $A_i$. Reference images are Euclidian normalized to position. The principal component maps thus provide direct varying exactly as the principal components with source decomposed in the basis elements, with expansion coe
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moreover, present principal components that are position-to the common features shared by all radiation patterns. In contrast, the lowest-weight elements (not shown) largely encode numerical details and noise that is orthogonal between reference images. The smooth features of the basis elements show us that the fine angular resolution used in these calculations is not required to recognize the important features. The fact that some, like the seventh and eighth basis elements, rely on specific features at large angles suggests that the large numerical aperture used is of particular value. As a rule of thumb, the physical size of a transducer ultimately determines the multipole moments that it supports and that radiate into the far-field, which in turn determines the angular span over which radiation pattern variations occur. The information relevant for position retrieval is contained in the few basis elements with the largest singular values. Indeed, we see in Figure 2d that the later pairs are characterized by a much finer structure in both the basis element and the principal components. PCA of calibration data reveals that only a few features in radiation patterns carry a lot of weight in explaining the full data set. This indicates that most of the basis can be discarded with little loss of information, allowing efficient storage of the library and affirming that the SVD has identified a small number of important radiation pattern features. An excellent question is how many basis elements (and corresponding principal components) are required to encode the variability in radiation patterns. While mathematically the dimensionality increases with spatial sampling density, in reality the basis elements and their weight in the decomposition are set by the scattering physics. Indeed, simulations with lower sampling density yield the same dominant basis elements and a similar drop off of the magnitude of the singular value with index, as seen in Figure 2e. Basis functions lose physical significance once their singular value hits a noise floor set by numerical or experimental noise, around index 400 in this example. For a given numerical, synthetic, or experimental noise level, the number of relevant basis elements is given by the rate of the singular value drop-off versus index.

In order to use the library for parameter retrieval, we take a radiation pattern for any light source position within the
sampled domain and project it onto the optimal basis in the library. The coefficients of this projection are to be compared to the principal components for each reference image. In case the sample radiation pattern is identical to one of the library radiation patterns, there will be a perfect match with the principal components at the corresponding position. More generally, the projection coefficients for any sample radiation pattern form a coordinate vector in a higher dimensional space, in which each of the reference images also has a coordinate, given by their principal components. The best match between sample image and library image can then be obtained by finding the library coordinates that have minimum Euclidean distance to the sample coordinate. This best matching image would then pinpoint the sample image source positions. Quantitatively, in order to produce a match in the range $[0, 1]$, matches between a set of principal components $(U\Sigma)$, and a sample image $S$, normalized to $\|S\| = 1$ are calculated as

$$M_{ij} = 1 - \frac{1}{\sqrt{2}} \| (U \Sigma)_{ij} - S \|$$

Such an analysis can be seen in Figure 3a, where the projection match with each reference position is shown for three sample positions (indicated by circles). For now we do not consider distortions or noise, so the radiation patterns used here are identical to reference data at the same positions. Matches at the correct positions are perfect and there is no ambiguity in the choice of best estimate. Overall, positions closer to the correct position are more similar to the sample data than those farther away, while the precise contours echo the principal components of the reference data set. The first panel of Figure 3a, in a corner of the calibrated region, is a fairly good match, with most positions far away from the array due to principal components that peak sharply around the array. Conversely, the third panel matches fairly well only with positions close to the array. In all three cases, the specific structure of principal components around the sampled positions allows unambiguous position retrieval.

To maximize robustness to noise, the projection match should peak as sharply as possible. Peak sharpness can thus be taken as a measure of localization confidence in noisy systems. We quantify this confidence by defining a viability threshold $\Theta$: points significantly above the median match in the projection maps are considered viable solutions, by $\Theta = \eta \max(M) + (1 - \eta) \text{median}(M)$, where $M$ values are the match values between a given scattering pattern and each library entry. Practically, we use a viability criterion $\eta = 1 - 1/e \approx 63\%$, in line with the common definitions of line width. With this threshold, we find the number of points larger than the threshold $N_\eta$ and define the confidence interval $W$ as the full-width of a symmetric peak of equal area,

$$W = \sqrt{\frac{4}{\pi}} \Delta r \sqrt{N_\eta}$$

where $\Delta r$ is the library sampling step size. This measure of confidence, shown in Figure 3b, generally behaves as we would expect: it is maximal at the ends of the array and low far away from it. The finest confidence intervals are found where the library’s principal components (Figure 2d) have the largest gradients, like in the position indicated in the middle panel of Figure 3a, where both the second and the third sets of principal components are strongly position-dependent; conversely, no principal components vary strongly just north and south of the array, leading to low confidence in those regions. Confidence also peaks in the corners of the reference region, as an artifact resulting from the relative rarity of neighbors. Features seen in the confidence map are robust to the precise value of $\eta$, remaining similar all the way from $\eta = 50\%$ to $80\%$. This allows the confidence intervals to be used to evaluate how sensitively

Figure 3. Position retrieval using a library. (a) Match between library and ideal data vs reference position for three different light source positions, marked with blue circles. White circles indicate array element positions. (b–i) Localization confidence interval and sample position reconstruction error vs reference position for four types of data. (b, c) Ideal data. (d, e) Sample positions displaced $30\%$ of a library step to the north and east with respect to library positions. (f, g) Sample data taken with array elements randomly changed in diameter by up to $5\%$. Circles sized proportionally to element scattering strength. (h, i) Sample data degraded by shot noise as a signal with an average of three counts per pixel, as shown to the left of (h).
a given transducer lets us retrieve position, or parameters more broadly, in different regions.

In our demonstration so far, we have used the same synthetic data for calibration and testing. This leads to correct retrieval of all positions, as seen in Figure 3c, where the distance between known sample position and best estimate based on library comparison is shown versus reference position. In practical use, we expect various nonidealities. Sample data may be taken at slightly different positions than reference data, the transducer may be different between reference and sample measurements and signals may be noisy. We will study the effects of each of these distortions in our theoretical model. First, we consider position retrieval with sample data taken on a grid of positions displaced by 30% of the step size ($\lambda/32$) to the north and east with respect to the reference grid and project these onto the original library. Projection matches are visually indistinguishable from the data in Figure 3a, as they should be: the projection matches are smooth and the confidence map shows a feature size of roughly $\lambda/2$, so a step of under $\lambda/32$ should not make much of a difference. Localization confidence itself is affected slightly, as seen in Figure 3d, which we attribute to the shift in position causing a slight broadening of the projection match peaks. Though each sample position still has a clear nearest reference position, the best estimate does not always find this position, as seen in Figure 3e. As the principal component landscape is not flat, one of the three other surrounding reference positions may indeed provide a better match than the nearest reference position. Where the nearest position is not the best match, the best match is found either one step east or one step north in every case, supporting this interpretation. In experiment, noise may make it more likely that a further-off point provides the best match. In the low-noise regime, symmetry may still be broken by numeric artifacts in the low-weight basis elements. We also note that much larger sample positioning errors would bring the new sample positions closer to other reference positions, which would lead to reliable localization with a fixed offset, so that the current scenario should be considered the worst case for this type of error. The second type of nonideality concerns our assumption that the transducer does not change. In practice, it may be desirable to use calibration for one device to perform parameter retrieval with another, despite minor fabrication imperfections. Any single transducer may also degrade over time. To judge the effect of such changes, we calculate sample data using the original reference positions, but changing the effective diameter of each array element by a random amount up to 5%, as might occur in a lithography process. We apply our parameter retrieval procedure, again using the original library. As for the shifted sampling grid, projection matches are visually indistinguishable from those Figure 3a, but localization confidence intervals (Figure 3d) broaden slightly, similar to the shifted case. Best match positions are off in a number of places, but errors are under two steps ($\lambda/16$) everywhere. Finally, we explore the effect of noise. We calculate radiation patterns affected by shot noise as for an average signal level of 3 counts per pixel over our 181 × 91 pixel detector. We attempt position retrieval using the original library. Confidence intervals (Figure 3h) are much broader than for the other cases as the noise makes library match worse for all positions. Despite the high noise level, the vast majority of positions are retrieved correctly and errors of two steps or more are rare. Most errors occur near the north and south ends of the reference area, far from the array, where confidence intervals are broadest. The scenarios explored here represent a wide range of experimental imperfections. Each shows limited impact on localization success. This makes us confident that the parameter retrieval technique will prove robust to the differences between different experimental realizations.

The success of this theoretical demonstration allows us to reflect on the main merits of our approach, as opposed to other possible approaches that retrieve position information from far-field scattering patterns. In particular, our proposed method envisions a library-based retrieval that applies PCA to real-world calibration data, in other words, proposing a matching of measured data to a previously measured library. This should be juxtaposed to model-based/model-assisted approaches. Scattering properties of complex nanophotonic structures can be predicted through a number of theoretical and numerical methods, ranging from quasi-exact discrete dipole models to full-field simulation with finite element or finite-difference time-domain methods. While these techniques can solve many scattering problems to arbitrary accuracy, they require fine knowledge of the structure of interest for their results to be applicable. The most ambitious model-based parameter retrieval would be to attempt inversion of the scattering problem. While in the simplest of cases, it may be possible to invert scattering problems analytically by working out the parameter dependence of certain far-field information channels, this route of direct inversion is generally infeasible to retrieve arbitrary parameters for realistic systems. The difficulty stems from the nonseparable dependence of observables on various parameters, including possible quantities of interest, caused by two aspects of the physics at play. In the dipole scatterer at hand, coupling between different induced dipoles depends nonlinearly on relative positions and drive frequency. Moreover, optical experiments have much more convenient access to field intensity than to the full complex field, which precludes direct numerical back-propagation of the far-field data to reconstruct the light source.

Without a direct inversion approach, parameter retrieval would have to be performed through some combination of tabulating forward modeling results and matching to measured data. This approach would be tantamount to building a library of model results instead of measured reference data. In large-scale applications, like CMOS manufacturing fabrication processes, that are very well characterized, such a priori predictive approaches may prove valuable. Unfortunately, for most other branches of nanofabrication to realize scattering structures, the predictions of models are generally not robust to the fabrication imperfections that occur in actual devices. We argue, based on the present work, to instead make use of real-world calibration of scattering patterns without any assistance from modeling. This has the benefit that it only requires experimental conditions and device properties to be unchanged between the moment of building up the library for a structure and use of the structure for metrology. Indeed, as our experimental realization (reported below) shows it is entirely possible to build up a library of scattering patterns versus some known parameter for a single device without knowing or modeling the precise device geometry and without needing to account for any distortions of the far-field patterns downstream in the optical measurement system. Given sufficiently low noise and an appropriate comparison algorithm, the library entry with the same parameter values
will provide an excellent match to the experimental result without recourse to modeling.

Finally, we note that the concept of a library, and subsequent retrieval of parameters allows for other solutions than PCA-based techniques. Recently, several groups have addressed related challenges through machine learning, successfully retrieving parameters with subdiffractive precision as good as $\lambda/25$ for optical wavelength $\lambda$. For such demonstrations, the number of distinguishable parameter values is typically orders of magnitude smaller than the size of the "training set", that is, the size of the calibration library that is required. In an additional drawback, it is often difficult to interpret how the neural network performs its function and whether it is robust to minor changes in parameters, regularizatior being one of the oldest and toughest problems in machine learning. Instead, using a calibration-based, transparent method, we precisely retrieve parameter values with small reference libraries and additionally gain insight into the structure of the reference data.

## EXPERIMENTAL REALIZATION

We demonstrate the proposed imaging-free super-resolution technique experimentally, by retrieving the position of a point-like source of light with respect to a known scattering nanostructure. We induce point-like light emission by focusing a high-energy electron beam (30 keV) on a substrate in a scanning electron microscope. Where the electrons cross the vacuum/gold interface, the rapid change in electric field dynamically polarizes the material, causing light emission through cathodoluminescence. For optical purposes, this light source can be modeled as a radiating out-of-plane point dipole at the interface, its apparent size being set by the focal spot of the electron beam, and the electron beam is focused onto a bullseye antenna and induces light emission. A parabolic mirror, with its focal point on the antenna, captures this light and directs it through a color filter to a camera. Figure 4a schematically shows the key parts of our angle-resolved cathodoluminescence setup. As scattering nanostructure we use a bullseye antenna, a type of structure well-known for its strong beaming and widely used to control light emission from nanoscale sources.

The antenna, shown in Figure 4b, is fabricated by FIB milling of monocrystalline gold and consists of a 1.2 mm plateau surrounded by 8 concentric grooves, 600 nm in width and around 100 nm in depth, separated by ridges 600 nm in width. With a point-like light source on the symmetry axis of the bullseye, the radiation pattern will likewise be cylindrically symmetric. As the light source moves away from the symmetry axis, the radiation pattern shifts as propagation delay changes the relative phase between scattering sites.

We capture such radiation patterns and transform them to momentum space, leading to images of radiant flux versus emission direction like those shown in Figure 4c,d, taken at positions 500 nm northwest (Figure 4c) and southeast (Figure 4d) of the bullseye antenna center. The main feature in both patterns is a ring-like structure around the center that shifts its intensity maximum to different angles as electron beam position changes. This feature is attributed to beaming and matches literature reports on similar structures. Blind spots caused by the finite extent of the mirror and a hole through which the electron beam reaches the sample do not hinder observation of the position-dependent features.

We now compose a reference data set for $8 \times 8$ electron beam positions in a grid with 100 nm ($\lambda/5$) steps. This grid is situated around the center of the central plateau of the bullseye antenna and covers most of it; Figure 4c,d corresponds to the radiation patterns at two opposite corners. We normalize the data set as before and take its SVD in order to apply our localization algorithm. Figure 5a shows part of the SVD constructed for this data set. Like for the synthetic data, the first basis element is a largely position-independent background. Subsequent elements again show smooth features both in basis elements and in position dependence. For instance, one may recognize beaming along both diagonals in the third and fourth elements, which occurs for light source positions off-center along the appropriate diagonal.

As for the synthetic data, we can compare sample measurements with the library to find position estimates. To this end, we take sample measurements at positions identical to reference positions, within experimental accuracy. Projecting individual measurements onto the reference library reveals a...
Like (c), but 10 nm steps. (e) Average error vs library direction of the error. Data shown are for a grid with 100 nm steps. Where estimates were incorrect, arrows indicate the actual position. Color scale indicates error between best estimate and known position. Where estimates were incorrect, arrows indicate the direction of the error. Data shown are for a grid with 100 nm steps. (d) Like (c), but 10 nm steps. (e) Average error vs library compression.

Figure 5. Parameter retrieval with an experimental reference library. (a) SVD for an experimental reference data set, shown as in Figure 2d. The central plateau of the bullseye antenna is slightly wider than the diagonal of the principal component maps. (b) Comparing new data with the reference library for three positions, indicated by circles. (c) Position estimates for test data based on localization algorithm vs actual position. Color scale indicates error between best estimate and known position. Where estimates were incorrect, arrows indicate the direction of the error. Data shown are for a grid with 100 nm steps. (d) Like (c), but 10 nm steps. (e) Average error vs library compression.

projection match landscape as before. As seen in Figure 5b, these landscapes typically peak at the correct sample positions, indicated with circles, as in the numerical example before. Comparing best estimates with known positions gives a vectorial localization error. Figure 5c shows a map of localization error versus position, where colors indicate the magnitude of errors and arrows indicate in which direction the error was made, if any. We see that almost all positions were identified correctly (94% of positions match). To explore the position retrieval precision, we repeat calibration, measurement, and analysis on an 8 × 8 grid with much smaller position steps of 10 nm. As seen in Figure 5d, most positions (81%) are still identified correctly. The average position retrieval error is below 5 nm (λ/100). Where positions were not retrieved correctly, we see a clear correlation in error directions (southward). This is reminiscent of the behavior seen in our theoretical demonstration when using a displaced sampling grid (Figure 3e), suggesting that errors may be dominated by a small systematic drift in bullseye position between measurement of calibration and sample data. Localization may thus be more accurate than our technical implementation can show.

So far, the full library has been used to estimate light source position. As discussed previously, most spatial information is contained in those few basis elements with largest principal components. Disregarding the low-weight elements in the optimal basis allows us to compress the library: if \( N_{\text{use}} \) out of \( N_{\text{tot}} \) basis elements are used for position retrieval, we reach library compression of a factor \( N_{\text{use}}/N_{\text{tot}} \). We explore how this compression affects localization precision. For the set of measurements on the 10 nm grid, half the optimal basis may be discarded without any loss in localization performance. Figure 5e shows how average error varies as a function of the number of basis elements used. Average error grows slowly as the library is compressed until just a few basis elements are left, as we expected from the large weight of the most important elements. In fact, using just four basis elements, for library compression by a factor 16, average localization error stays below 10 nm. This means that the calibration data can be stored in a highly efficient way, but also shows how SVD has identified the most vital features of the radiation patterns, speaking for the robustness of the localization technique.

To investigate the contribution of the nanophotonic structure to the success of the localization experiment, we compare the previously discussed experimental results with measurements taken on plain gold. Radiation will be emitted even in the absence of surface structuring, with a radiation pattern that is of course expected to be entirely independent of where the electron beam excites the surface. Thus, source localization should be strictly impossible in absence of a nanophotonic scattering structure. In practice, in our setup, captured radiation patterns will vary slightly as the electron beam is scanned around the mirror focus, owing to off-axis aberrations of the parabolic collection mirror. In Figure 6a, we show the SVD for a data set for 5 × 5 electron beam positions in a grid with 200 nm steps on plain gold. In contrast with the data presented in Figure 5a, there is fairly little spatial structure in either the basis elements or the principal components after the background. What little structure can still be seen in the third and fourth basis elements is likely due to mirror aberrations, due to which some position information can still be extracted. The drastic loss in basis element structure from removal of the antenna indicates that the plain gold radiation patterns do not encode an electron beam position in any clear features.

The effect of the nanophotonic structure is seen most clearly in the singular values. In Figure 6b we compare the plain gold data set with a data set taken with the same experimental parameters on a bullseye antenna. The first singular value, reflecting background signal, is identical for the two cases. Subsequent singular values, however, are lower and drop off much more quickly for plain gold than with bullseye antenna.
position relative to a nanophotonic system, in the form of a radiation patterns, that is, without the use of a real-space imaging setup. We explored the proposed imaging-free localization method theoretically, demonstrating that principal components of calibration data and of the projection match for different reference positions. Our numerical and experimental demonstrations both show smooth optimal basis elements and principal components, implying a degree of robustness of localization success to experimental drifts and noise. For our experimental demonstration, comparison between nanophotonically mediated reference data and those generated by a light source on plain gold reveals how localization is facilitated by the complexity introduced to the radiation patterns by the nanophotonic structure.

Unlike common imaging techniques, our method does not rely on a sharp PSF, but rather uses partial information about the sample to directly invert measured data to a given parameter. This means we cannot define an intrinsic resolution for our method based on the PSF width. Though we have shown deeply subdiffractive localization precision, this precision will ultimately depend on the interplay between signal-to-noise ratio and the length scale over which measured signals, like radiation patterns, change. It is interesting to consider how the underlying physics may be used to tune this length scale. We know that variations in the size of structures affect radiation patterns through their structure factor, which varies over length scales comparable with the wavelength of the light used. Hybridization between nanophotonic scatterers, on the other hand, leads to strong changes in spectral response and radiation patterns when scattering sites move at separations of a small fraction of the wavelength. Careful engineering of the interplay between these effects, and so, of the optical modes of the overall structure may allow future work to tailor transducers for improved localization range and precision.

We have shown examples of retrieval of light source position from radiation patterns, but we believe the method itself can be applied much more generally. For instance, we expect the same approach to be able to retrieve arbitrary parameters that affect far-field information channels, including orientation and relative scattering strength between sites, spectral properties, and absence or presence of sample features. Initial theoretical results suggest that retrieval of the positions of multiple coherent light sources is feasible; further exploration may be able to quantify these results and extend them to incoherent sources and imaging-like problems. The method also does not necessarily depend on radiation patterns, and we believe that parameter retrieval may be performed based on such information channels as scattered optical frequency spectrum or, indeed, based on real-space images, possibly with whatever sort of optical distortion, as in the problems studied in the field of imaging through complex media. Vastly reduced angular information may prove sufficient for parameter retrieval in low-

Both sets of singular values eventually tend to the noise level, but the greater number of large singular values indicates the additional position information encoded in the radiation patterns by the nanophotonic structure. At this large step size, it is just barely possible to reconstruct an electron beam position on plain gold, in contrast with very reliable reconstruction on the bullseye antenna. What little spatial information remains in the transducer-free experiment may be attributed to aberrations, which could be further reduced by experimental tweaks, but are already minute compared to the wealth of spatial information provided by the bullseye antenna. This shows that scattering by the nanophotonic structure is essential to our technique.

**CONCLUSIONS AND DISCUSSION**

We have proposed a library-based approach to extract nanoscale spatial information about structures from far-field radiation patterns, that is, without the use of a real-space imaging setup. We explored the proposed imaging-free localization method theoretically, demonstrating that principal component analysis of radiation patterns can produce libraries that efficiently encode nanoscale parameters of scattering systems. In our experimental demonstration, we have shown that the proposed method is able to retrieve a light source position relative to a nanophotonic system, in the form of a bullseye antenna, with few-nanometer, $\lambda/100$, precision, deeply below the diffraction limit. These results are achieved at signal-to-noise ratios that are not particularly demanding to reach, comparable with those commonly encountered in, for instance, single molecule microscopy and single nanoparticle darkfield scatterometry. We require a bare minimum of calibration images, one library entry per source position, in contrast with the vast quantities of calibration data used in machine learning-based methods. Localization is shown to work well over ranges from hundreds to tens of nanometers, with precision possibly limited only by the accuracy and tolerances of the experimental setup. The PCA-based technique provides a number of handles that provide insight into the pattern recognition upon which it operates, particularly direct visualization of the principal components of calibration data and of the projection match for different reference positions. Our numerical and experimental demonstrations both show smooth optimal basis elements and principal components, implying a degree of robustness of localization success to experimental drifts and noise. For our experimental demonstration, comparison between nanophotonically mediated reference data and those generated by a light source on plain gold reveals how localization is facilitated by the complexity introduced to the radiation patterns by the nanophotonic structure.

Figure 6. Experimental data without nanostructure. (a) SVD of radiation patterns for a grid of electron beam positions on plain gold, as shown in Figure 2d. (b) Comparing singular values between reference data sets on a nanostructure and on plain gold.
The method is specifically intended to be applicable to architectures other than the cathodoluminescence setup used in our experimental demonstration. A carefully characterized collection of structures with randomly deposited luminescent particles may serve as the reference set for retrieval of particle position or orientation on new structures. Another approach is to exploit the analogy between the cathodoluminescence-induced light source, which is like a vertically oriented dipole source, and structures of interest well described by out-of-plane dipole moments. This would allow building a library using cathodoluminescence and using the observed radiation patterns to retrieve the precise position of other vertically oriented emitters. While transition radiation in CL provides information for vertically oriented dipoles only, one can also envision building libraries for in-plane or random dipole orientations using samples with deliberately included emitters at shallow depths (e.g., quantum wells, phosphor films). Given the generality of our method across parameters and architectures, we foresee a wide range of applications in nanoscale metrology.

**METHODS**

**Model.** Our scattering example system consists of a point source of light moving in a plane \(\lambda/4\) below a linear array of four scattering sites spaced \(\lambda/4\) apart. The array particles are strong scatterers with a \(Q = 10\) resonance around the drive frequency, as might be found for silver nanoparticles around 100 nm in diameter and resonant at visible wavelengths.\(^7\) We use a dipolar drive field oriented along the long axis of the array as a light source. Discrete dipole calculations were made using custom code implementing the Green’s function of a dipole and coupling matrix inversion in Python. The SVD algorithm is deterministic and results should be identical automatically repositioning based on observed position error. For problems where calibration with experimental data is infeasible, the method can be adapted to use synthetic reference data generated by a physical model.

**Cathodoluminescence Setup.** Cathodoluminescence measurements were performed in a Thermo Fisher 650 Quanta SEM system and analyzed in a Delmic SPARC system. Radiation patterns were generated with a 4 nA electron beam of 30 keV Ga\(^+\) ions over 100 rounds with pixel dwell time 10 \(\mu\)s at pixel pitch 7.5 nm.

**Plasmon Antenna.** The bullseye antenna was fabricated by removing excess material in Czochralski-grown (111) single-crystalline gold. Focused ion beam milling was performed in a FEI Helios NanoLab dual SEM/FIB system with a 9.7 pA beam of 30 keV Ga\(^+\) ions over 100 rounds with pixel dwell time 10 \(\mu\)s at pixel pitch 7.5 nm.
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