Accelerated Hot-Carrier Cooling in MAPbI₃ Perovskite by Pressure-Induced Lattice Compression
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ABSTRACT: Hot-carrier cooling (HCC) in metal halide perovskites above the Mott transition is significantly slower than in conventional semiconductors. This effect is commonly attributed to a hot-phonon bottleneck, but the influence of the lattice properties on the HCC behavior is poorly understood.

Using pressure-dependent transient absorption spectroscopy, we find that an excitation density below the Mott transition, pressure does not affect HCC. On the contrary, above the Mott transition, HCC in methylammonium lead iodide is around 2–3 times faster at 0.3 GPa than at ambient pressure. Our electron–phonon coupling calculations reveal ~2-fold stronger electron–phonon coupling for the inorganic cage mode at 0.3 GPa. However, our experiments reveal that pressure promotes faster HCC only above the Mott transition. Altogether, these findings suggest a change in the nature of excited carriers above the Mott transition threshold, providing insights into the electronic behavior of devices operating at such high charge-carrier densities.

Photoexcitation with a photon energy larger than the bandgap of semiconductors results in the formation of a nonthermal distribution of “hot charge carriers” (i.e., high-energy electrons in the conduction band and high-energy holes in the valence band). In semiconductor solar cells, these charges relax to the conduction (and valence) band edge before they are collected. The first step is thermalization, occurring within a few hundred femtoseconds, where the generated hot carriers interact with each other through carrier–carrier scattering until they reach a common quasi-Fermi temperature, usually much higher than the lattice temperature. Subsequently, hot-carrier cooling (HCC) occurs through carrier–phonon or carrier–impurity scattering until a thermal equilibrium with the local lattice is reached, usually on picosecond time scales. In this step, heat is dissipated in the lattice through acoustic phonons. In solar cells, 33% of the energy of sunlight is lost as heat during the thermalization and cooling processes. Slow HCC is desired for thermoelectric devices and hot-carrier solar cells where extracting carriers before they have cooled could enable breaking the thermodynamic limit for single-junction solar cells. Emissive applications such as lasers, single-photon sources, and optical modulators require short HCC times for efficient radiative recombination and to prevent carrier trapping. In particular for lasers, understanding the electronic properties at high carrier density required to obtain lasing is essential.

In metal halide perovskites, the HCC time scale was found to be significantly slower than in conventional semiconductors like InN or GaAs under the same (high) excitation density conditions. In addition, the HCCs slower with an increase in the excitation density. This slower cooling has been explained from an effect that is commonly known as a hot-phonon bottleneck. The origin of this phenomenon is still under debate, but it has been attributed to several mechanisms such as the accumulation of optical phonons that cannot be easily dissipated, optical–acoustic phonon upconversion, and polaron formation.

Metal halide perovskites are polar semiconductors, and thus, their electronic properties are expected to be strongly coupled with the lattice vibrations. Applying external pressure directly affects the lattice dynamics and therefore can be used to tune properties that are strongly dependent on the lattice vibrations, such as the electron–phonon coupling and the phonon lifetimes. Changes in one or both of these quantities can affect the HCC. Increasing the electron–phonon coupling is expected to lead to faster HCC. Replacing iodide with a lighter halide increases the frequency of the longitudinal optical phonon mode and thus shortens the HCC time measured under the same excess of energy and excitation density conditions.

In MAPbI₃, the acoustic phonon lifetime, responsible for heat transport, has been found to be in the range of a few picoseconds, 2 orders of magnitude shorter than in conventional semiconductors. Thus, the thermal transport at room temperature in MAPbI₃ is highly dependent on the lattice vibrations. Applying external pressure directly affects the lattice dynamics and therefore can be used to tune properties that are strongly dependent on the lattice vibrations, such as the electron–phonon coupling and the phonon lifetimes. Changes in one or both of these quantities can affect the HCC. Increasing the electron–phonon coupling is expected to lead to faster HCC. Replacing iodide with a lighter halide increases the frequency of the longitudinal optical phonon mode and thus shortens the HCC time measured under the same excess of energy and excitation density conditions.
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inefficient if no thermal management strategy is applied. If the acoustic phonon lifetime increases, the HCC is expected to become faster. Understanding how lattice properties relate with HCC provides insights into the electronic behavior of devices operating at different charge-carrier densities. Thus, an effective strategy for manipulating the HCC time is required to design devices with targeted applications operating in a certain charge-carrier density regime.

In this work, we combine pressure-dependent femtosecond transient absorption spectroscopy (fs-TAS) and electron–phonon coupling calculations to elucidate the effect of lattice compression on the factors that influence the HCC. We use pressure-dependent fs-TAS to experimentally probe the HCC time in MAPbI₃ at room temperature at pressures ranging from 0 to 0.3 GPa at varying light intensities. At a low excitation density (7 × 10¹⁷ photons/cm³), the HCC time is fast (0.3–0.5 ps) and independent of pressure. A high excitation density (>10¹⁸ photons/cm³) triggers a Mott transition, previously calculated to occur at an excitation density of >7 × 10¹⁷ photons/cm³. We refer to the “Mott transition” as a change in electronic species from isolated polarons acting independently of an electron–hole plasma where the thermal energy is shared between overlapping polarons. At an excitation density above the Mott transition threshold (5.9 × 10¹⁷ photons/cm³), the HCC is significantly slower (2–3 ps) at ambient pressure but accelerates by a factor of 2–3 with an increase in pressure to 0.3 GPa. In solar cells and optoelectronic devices operating above the Mott transition (>10¹⁸ photons/cm³), a faster HCC time scale may allow for a faster dissipation of heat and therefore a lower operating temperature.

Solution-processed MAPbI₃ thin films were deposited by spin coating onto quartz substrates as reported in the Methods. Absorbance measurements as a function of pressure and X-ray diffraction measurements were performed on the sample to confirm the bandgap energy and the high crystallinity of the sample (Figure S1). Pressure-dependent transient absorption measurements were performed inside a hydrostatic pressure cell filled with the inert hydraulic liquid tetradecafluorohexane.

Figure 1. Schematic representation of the (a) pressure-dependent fs-TA setup showing the generation of hot carriers (white spot on the sample) and (b) HCC mechanism following photoexcitation.

Figure 2. Charge-carrier cooling as a function of hydrostatic pressure measured by pressure-dependent transient absorption spectroscopy. ∆T/T traces of MAPbI₃ with an initial carrier concentration of 7.0 × 10¹⁷ photons/cm³ (a) at ambient pressure and (b) at 0.3 GPa as a function of the probe energy. ∆T/T traces of MAPbI₃ with an initial carrier concentration of 5.9 × 10¹⁸ photons/cm³ (c) at ambient pressure and (d) at 0.3 GPa as a function of probe energy.
Figure 3. Two fitting strategies for determining the HCC time as a function of pressure. (a) Normalized $\Delta T/T$ integrated in the range of 1.75–1.80 eV in the GSB tail as a function of time and delay time for an excitation density of $5.9 \times 10^{18}$ photons/cm$^2$ at different applied pressures. The decay of the GSB tail becomes faster with an increase in pressure. (b) HCC time extracted from the fit of the tail decay as a function of pressure above (red) and below the Mott transition threshold (blue). (c) Carrier temperature obtained by fitting the high-energy tail of the GSB with a Maxwell–Boltzmann distribution, as a function of delay time for a high excitation density of $5.9 \times 10^{18}$ photons/cm$^2$ at different applied pressures. (d) HCC time obtained from the fit of the temperature decay as a function of pressure above (red) and below (blue) the Mott transition threshold.

[FC-72 (see Methods)] as depicted in Figure 1a. A 100 fs pulsed pump beam with an energy of 3.1 eV is used to photoexcite the sample, whereas a 100 fs pulsed probe beam (white light) is used to probe the excitation-induced change in transmission of MAPbI$_3$ on a picosecond time scale. The two beams are overlapped on the sample inside the pressure cell, and the arrival time of the two pulses is controlled with a delay stage. To ensure the absence of any nonlinear effects, we investigated the HCC process at excitation densities above the Mott transition, but where the $\Delta T/T$ still exhibits linear behavior with the pump fluence (Figure S2).

Photoexcitation with a photon energy larger than the MAPbI$_3$ bandgap led to a population of high-energy carriers (electrons and holes) with no common temperature (Figure 1b, red curve) that undergo rapid (~85 fs) thermalization, faster than our temporal resolution. This thermalization process results from carrier–carrier scattering. The resulting hot-carrier population can be described as a quasi-Fermi distribution. Once the hot-carrier population reaches a common temperature $T_c$ (Figure 1b, red curve), higher than the lattice temperature $T_L$, carrier–phonon interactions dominate the HCC until $T_c$ is in equilibrium with $T_L$ (Figure 1b, yellow curve).

Panels a–d of Figure 2 represent the ultrafast transient absorption traces for a pump–probe delay between 0 and 5 ps of MAPbI$_3$ photoexcited at 3.1 eV (bandgap of 1.7 eV) with an initial carrier density $n_0$ of $7.0 \times 10^{17}$ photons/cm$^2$ (Figure 2a,b) and $5.9 \times 10^{18}$ photons/cm$^2$ (Figure 2c,d) at ambient pressure and at 0.3 GPa, respectively. The carrier density is calculated as described in Supplementary Note 1. No degradation is observed at a high excitation density as demonstrated in Figure S3 from the stability of the TA signal over the course of the measurement. The $\Delta T/T$ traces show three features: (i) a positive $\Delta T/T$ centered at the bandgap energy of ~1.67 eV corresponding to the ground state bleach (GSB) signal that results from the band filling effect, (ii) a negative $\Delta T/T$ feature at energies below the bandgap (<1.67 eV) at early times resulting from the bandgap decrease induced by the high energy carriers, and (iii) a negative and broad $\Delta T/T$ signal at energies above the bandgap (≥1.7 eV) resulting from light absorption of the photogenerated carriers. Pseudocolor TA plots of the same sample as a function of the pump–probe delay and probe energy are reported in Figure S4.

The hot-carrier population is evident from the width of the initial GSB signal, which shrinks over the course of the measurement (picosecond time scale) as the hot carriers cool to the lattice temperature. This feature represents an average of the hot electron and hot hole temperatures given the effective masses are very similar.

A comprehensive model to obtain the HCC time from the transient absorption measurements has still to be developed, but several methods are commonly used to obtain the HCC time and temperature. We use two fitting strategies to obtain the trend of the HCC time as a function of pressure and excitation density. Both strategies yield a comparable HCC time with an increase in pressure and for both excitation densities. The first method consists of integrating the $\Delta T/T$ in the region of the high-energy GSB tail from 1.75 to 1.80 eV and plotting the result as a function of delay time. The integrated range is highlighted in gray in Figure 2. We plot the integrated traces for the high-density regime in Figure 3a. We fit the traces at fluences below and above the Mott transition with a convolution of the instrumental response function (IRF) and an exponential decay function (see Supplementary Note 2 for the analytical function and Figure S5 for the IRF.
Below the Mott transition threshold (7 × 10^{17} photons/cm^{3}), no pressure dependency is observed, showing fast (∼0.3 ps) HCC at all pressures investigated (Figure 3b, blue). Above the Mott transition threshold, the decay comprises a fast component with a time constant of a few picoseconds (attributed to the HCC) and a slow component with a time constant on the order of tens of picoseconds. The presence of an additional slower process above the Mott transition has been shown previously, and its origin is still under debate;^{13,14,30,31} therefore, we compare the two fast components at the two excitation densities used. The time constant for the short-lived component above the Mott transition is plotted in Figure 3b (red). This experiment, contrary to the one below the Mott transition threshold, shows almost 3 times faster HCC (time constant of ∼1 ps) at 0.3 GPa compared to that at ambient pressure (∼3 ps).

To make sure the extracted trend of the HCC time with pressure is not affected by the energy range integrated, we performed the same fit but integrating ΔT/Δt in various energy ranges of the broad tail (Figures S6 and S7 above and below the Mott transition threshold, respectively). The absolute values of the HCC time constants slightly vary, but the trend as a function of pressure is consistent. The second method used to obtain the HCC time consists of approximating the high-energy tail of the GSB and the negative PIA with a modified Maxwell–Boltzmann distribution function^{13,32,33} as reported in Supplementary Note 3. The fit yields the carrier temperatures shown in Figure 3c as a function of delay time for ambient pressure and two representative high-pressure conditions. The initial temperature depends on the excitation density of the photoinduced carriers, and the excitation density is the temperature reached by the carriers directly after the thermalization. Interestingly, we observe a higher initial hot-carrier temperature with an increase in pressure. The slight red-shift in the bandgap energy [7 meV (Figure S8)] when we increase the pressure cannot account for this effect. We thus conclude that pressure may have an effect on the thermalization process, as well, but because this process is faster than our temporal resolution, we cannot further investigate this effect. The cooling time plotted in Figure 3d for the regime below and above the Mott transition (in blue and red, respectively) is obtained by fitting an exponential decay function to the curve in Figure 3c, taking into account the temperature errors of each data point. The HCC at ambient pressure is much slower than at high pressure, as reflected in a longer HCC time. The absolute values obtained by this fitting procedure for the cooling time are slightly lower than those obtained with the integration method shown in Figure 3b. As before, below the Mott transition threshold, HCC is fast, and there is no variation within the experimental error. In the regime above the Mott transition, we find again that the HCC is 2–3 times faster between 0 and 0.3 GPa, and the same result was obtained with the integration model.

It is well-established that the HCC time depends on experimental parameters like the ambient temperature, the excess of excitation energy compared to the bandgap of the material, and the excitation density.^{3,20,34} We can exclude significant changes in these parameters (see Supplementary Note 4 for details) with a change in pressure, and therefore, we can attribute the pressure-dependent trend observed solely to changes in the material properties following compression, in particular in the electron–phonon coupling.

To understand what is happening on a microscopic scale within the material as a function of pressure, we calculate the electron–phonon coupling for all of the phonon modes. The results of the relevant phonon modes are shown in Figure 4a. In these calculations, we uniformly increase the pressure in a semilocal DFT electronic structure calculation (see Methods), starting with an ambient-pressure pseudocubic MAPbI\_3 structure.\(^\text{35}\) The number of phonon modes shown in Figure 4a is the index in ascending energy order. A detailed assignment and description of the phonon modes can be found in Supplementary Note 5 and is reported by Leguy et al.\(^\text{36}\) Previous works\(^\text{37,38}\) have shown that the dominant phonon mode coupled to the excited state dynamics observed by fs-TAS in MAPbI\_3 has a frequency of ∼27 cm\(^{-1}\) (∼0.8 THz) and that there is a somewhat less strongly coupled mode at higher frequencies. For this reason, we confine our discussion to phonon modes 4–9, representing octahedral twist and distortion, as these are the most relevant for the coupling with the electrons at the conduction band minimum. Whereas most phonon modes show no clear trend with pressure, the electron–phonon coupling of mode 5 (∼27 cm\(^{-1}\), ∼0.8 THz) associated with the octahedral twist, highlighted in gray in Figure 4a, shows a significant and approximately linear increase (Figure 4b) when the pressure increases from ambient pressure to 1 GPa, with a 2-fold enhancement at 0.3 GPa compared to ambient pressure.

A quantitative prediction of HCC (a phenomenological quantity) from the calculation of microscopic electron–phonon coupling matrix elements requires a mechanistic model of the cooling processes, and a detailed consideration of the electron–phonon interaction across the double electron...
and phonon Brillouin zones. This is beyond the scope of this work.

One would anticipate that the greater electron–phonon coupling at a higher pressure would result in faster HCC, both below and above the Mott transition. However, we observe a dependence on pressure only above the Mott transition threshold. Below that, HCC is fast (0.3–0.5 ps) and independent of pressure. In a polar material, the dielectric electron–phonon coupling dominates because it is long-range and will provide the main channel by which electrons photoexcited above the bandgap will lose their energy. This coupling involves the interaction of the charge of the carriers with the transition dipole moment of the surrounding phonon modes. The variational polaron method predicts a polaron relaxation time constant of ~0.1 ps for this material, which is consistent with our observation of a very short HCC time. This long-range dielectric coupling is not expected to be significantly affected by pressure, in agreement with our observations.

Above the threshold for the Mott transition, we propose that this dielectric coupling is screened, and instead, the HCC proceeds via the weaker local electron–phonon coupling. We calculate that this local electron–phonon coupling is proportional to pressure over the pressure range of 0–0.3 GPa (in fact we find a linear trend up to 1.0 GPa), so the HCC above the Mott transition becomes faster with pressure. This result is related to what has been found by Mohanan et al., who attributed the presence of a hot-phonon bottleneck to the deposition of a large portion of the initial energy on the optical modes at 27 cm⁻¹ (~0.8 THz). These do not efficiently dissipate the excess energy as they are isolated from the rest of the lattice. Our findings thus reveal that enhancement of the of the electron–phonon coupling under pressure can be used to manipulate HCC at densities above the Mott transition density, while having no effect in the regime below, where long-range dielectric electron–phonon coupling dominates.

The excitation density that we assign for the Mott transition comes from considering the polaron size. An alternative interpretation of the observed pressure dependence of the cooling time could be that this Mott transition is being pushed to a higher density under pressure. This change would require that the polarons be more localized at higher pressures. In turn, within the Fröhlich theory, this would require a considerably larger dielectric electron–phonon coupling, or a considerably larger effective mass. However, we are cautious with this interpretation as the vibrational and optical properties do not change significantly over this pressure range.

The hot-phonon bottleneck in a MAPbI₃ perovskite has also been attributed to the extremely short acoustic phonon lifetime of this material, which also causes its low thermal conductivity. A short acoustic phonon lifetime can thus be responsible for the suppression of heat dissipation, as this energy could be reabsorbed by optical phonons and thus create a hot-phonon bottleneck that slows the cooling of the hot electron–phonon plasma. Although this mechanism occurs in the second stage of the cooling (tens of picoseconds), it might have some minor influence on the first cooling stage, as well. Determining the extent to which the faster HCC results from only the enhanced electron–phonon coupling or from a combination with a longer acoustic phonon lifetime would require an expensive computation that is beyond the scope of this work.

In conclusion, we used pressure-dependent fs-TAS to investigate the effect of external pressure on hot-carrier cooling in MAPbI₃ thin films. We found that below the Mott transition threshold, the HCC time is not affected by pressure, whereas it becomes 2–3 times faster above the Mott transition. Our calculations reveal a 2-fold enhancement of the electron–phonon coupling for the mode related to the octahedral twist when the pressure is increased from ambient pressure to 0.3 GPa. These findings, together with the observed difference in the behavior in the low- and high-density regime, suggest the presence of two different mechanisms dominating HCC at the two excitation densities explored. Below the Mott transition threshold, where polarons do not overlap, the long-range dielectric electron–phonon coupling dominates. Above the Mott transition threshold, this contribution is suppressed as the polarization fields of the polarons overlap forming an electron–hole plasma and the HCC occurs via local electron–phonon coupling. This local contribution is significantly weaker at ambient pressure, leading to slow HCC, but increases linearly over the 0.3 GPa pressure range studied. These findings contribute to the understanding of how applied stress can be used to control the HCC time in halide perovskite devices for emissive applications such as lasers and single-photon sources.
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