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photodiodes, photodetectors, and photo-
voltaic (PV) devices. A particular branch of 
silicon material is black silicon (BSi), the sur-
face of which is specially processed to create 
a micro-/nanoscale texture.[1,2] As such, the 
optical performance of BSi is superior to the 
unprocessed silicon wafer with a planar sur-
face, with extremely high optical absorption 
and low reflectance over a broad spectral 
range. However, due to the complex nature 
of the BSi surface structure, adapting the 
academic level BSi into a commercial device 
is challenging. For example, BSi with an 
extremely high aspect ratio will present chal-
lenges for making acceptable screen-printed 
contacts as used in silicon solar cells.[3] Fur-
thermore, the increased surface area can 
result in inferior surface passivation.[4–6] 
Therefore, the state-of-the-art commercial-
ized BSi devices are typically compromised 
to a less aggressive surface structure with 
nonoptimal optical properties.[7,8]

Semiconductor device fabrication 
involves multistep physical and chem-

ical manufacturing process sequences.[9] Each of the variables 
involved in multistep processing could potentially bring uncer-
tainties during manufacturing. As such, modeling and simula-
tion are well-accepted concepts in the semiconductor industry. 
They provide guidelines for the optimal parameters for actual 
device fabrication and help researchers to rapidly understand 
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1. Introduction

Silicon is one of the most widely used materials in the semi-
conductor industry due to its abundance and stable chemical 
and mechanical structure. It has been widely used in various 
applications, such as chips and microchips in electronic devices, 
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the new technology and its capability and economic poten-
tial. There are various commercially available simulation tools 
developed for the semiconductor industry. Simulation software 
packages, such as Sentaurus,[10] are designed to solve device 
performance comprehensively, but they are computationally 
expensive. Other software that provides fast approximate simu-
lation, such as SunSolve,[11] usually focuses on one aspect of the 
device physics (such as the optical response) to enable efficient 
simulation and optimization toward a specific goal (such as 
maximizing optical absorption).

As BSi is a relatively new concept for the semiconductor 
industry, there are still many challenges for correctly simulating 
BSi device performance. It is, e.g., unknown how the nanotextured 
surface interacts with the pre- and post-manufacturing processes. 
For the PV industry, it is of great interest to understand exactly 
how the enlarged surface area impacts the dopant diffusion for 
emitter formation, how the passivation layer interacts with the 
complex surface texturing, and how the near-surface damage pro-
duced during BSi fabrication would affect the final energy conver-
sion efficiency of the solar cell. To establish a precise and accurate 
BSi device performance simulation and a rapid modeling tech-
nique, it is vital that modeling of the material characteristics is first 
validated with the fundamental material properties.

The material characteristics of BSi that people care about 
most, such as optical performance and surface electrochemical 
reactivity, are linked to its surface morphology, i.e., the shape 
and dimension of the nanostructure.[1,2,12] However, it is chal-
lenging to probe the BSi surface properly in order to accurately 
quantify the texture’s topography.[13,14] The most adopted surface 
topography characterization technique is atomic force micros-
copy (AFM), which measures the surface height data pixel by 
pixel with a scanning probe.[15–17] However, for BSi surfaces, the 
varied fabrication methods and processing parameters can result 
in a broad variety of nanostructure shapes, such as needle-like 
structures, grooves, hollow-like structures, cone-like structures, 
etc. Limited by its working principle, AFM is not able to detect 
structures that exceed the aspect-ratio dimensions of the probe or 
micro-nano hybrid structures that exceed the oscillation limits of 
the cantilever. AFM may be applicable for only a few types of BSi 
in cases where the surface structure is not too extreme. More-
over, it is incredibly challenging to avoid AFM imaging artifacts 
when characterizing very rough surfaces. These artifacts can be 
induced by a nonideal tip shape, tip bending, flexing, jumping 
effects, the adhesion forces forming between tip and sample, or 
nonoptimal scan settings.[18–20] The constant tip-sample inter-
action during the measurement of a highly roughened surface 
can also degrade or contaminate the AFM probe tip. Without 
using additional alternate techniques such as scanning electron 
microscopy (SEM), it can be challenging to determine the cor-
rectness of the 3D model rendered from an AFM scan, where the 
PFIB shows advantages as a viable alternative solution.

In our previous work, PFIB tomography was demonstrated as 
a potentially superior alternative for AFM, especially for probing 
complex structures such as a BSi surface.[14] Not only can PFIB 
tomography detect nonupright features that the AFM probe could 
not reach, but it also offers a less-biased 3D rendering model and 
enhanced consistency to avoid the AFM artefacts arising from the 
repetitive probe-sample interaction during the scanning process. 
However, in our previous work, the quality of the PFIB rendered 

3D model was simply evaluated by visualizing and providing a 
simple comparison of surface statistics. The statistics, however, 
were not validated in any way with its correctness. To better 
evaluate the advantages of the PFIB 3D  model over the AFM 
3D  model, this work focuses more on quantitative evaluation, 
and the validation will be checked against simulation results. 
In this work, we compare the quality of 3D rendered models of 
BSi surface textures obtained from AFM and plasma focused ion 
beam (PFIB) tomography. We evaluate the 3D models both quali-
tatively and quantitatively, by comparing the morphology with 
their SEM images, comparing the surface statistics, and evalu-
ating the accuracy of the optical response generated by the sur-
face models as determine by FDTD simulation.

The quality of the 3D model is evaluated by simulating the 
front surface reflectance. As there is no standard way to assess 
the accuracy of topographical measurements, the mismatch 
between the simulated measured reflectance was used as a 
metric to describe the accuracy of the reconstructed 3D model. 
The irregular shapes and sizes of BSi features, typically on the 
order of the wavelength of light, make it challenging to predict 
the light–surface interaction, making fast approximation methods 
(such as effective medium[21,22] and geometric optics[23,24]) typi-
cally not suitable for describing the optics of BSi textures. One of 
the most common tools to accurately calculate reflectance is the 
FDTD algorithm. Although it requires significantly more com-
putational resources than the fast approximation methods, the 
FDTD simulation captures all light–matter interactions by solving 
Maxwell’s equations. As such, simulated optical properties of BSi 
textures include resonant nanophotonic light–matter interac-
tions that occur on length scales of the order of the wavelength.[21] 
Therefore, the FDTD simulation can be directly compared with 
experimental results.[25] Several previous studies have successfully 
applied FDTD to understand and model the optical behavior of 
nanotextured silicon.[26–28] Here, we use the convergence between 
the measured reflection [Reflection(%)] and the FDTD simulated 
Reflection(%) to evaluate the accuracy of the acquired 3D model 
quantitatively. We will use two different BSi samples in this work 
and show a good agreement in measured and simulated Reflec-
tion(%) when using the 3D model determined by PFIB. In con-
trast, the simulated reflectance based on the AFM 3D models 
showed a significant deviation from the measured results, particu-
larly for the more extreme BSi sample. Our work provides strong 
evidence that the PFIB rendered 3D model can be used as a reli-
able simulation input for the FDTD algorithm to accurately model 
and predict the BSi wafer’s front surface optical characteristics. In 
addition to the FDTD analysis, a thorough surface statistical com-
parison is also demonstrated. Some critical surface statistics will 
be reported for both the AFM 3D model and the PFIB 3D model 
which will aid the development of a fast approximation method 
for BSi optical simulation.[21,29] In addition, morphological param-
eters critical in the BSi electrical performance will also be com-
pared across the AFM 3D model and the PFIB 3D model such as 
enhanced area factor and specific surface area.[30]

The results of this work may also be applicable to modeling 
other material fundamental properties, such as surface area-
related electrochemical reactivity, the pre- and/or post thin-
film interaction during device manufacturing, etc. It can be 
further developed to predict the completed BSi device perfor-
mance, such as fast optical simulation[11,29,31] or current–voltage 
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simulation[32] of completed BSi device with the addition of sur-
face deposition layers and encapsulation layers.

2. Experimental Methodology

Two different BSi samples were used for this work, each with 
significantly different surface structures, in order to evaluate 
the quality of the rendered 3D surface models. Both BSi sam-
ples were fabricated by reactive ion etching (RIE) but under 
different fabrication conditions, which manifested different 
surface texturing finish. The sample designated as RIE1-BSi 
had relatively shallower and smaller groove-like features, while 
RIE2-BSi had relatively deeper inverted-hollow-like features. The 
3D surface models for both samples were obtained from both 
PFIB tomography and AFM and were used as an input to the 
FDTD simulations. Three 3D surface models for both BSi sam-
ples were obtained: one from PFIB tomography, designated as 
RIE-PFIB; and two sets from AFM, designated as RIE-AFM-HQ 
(high quality) and RIE-AFM-LQ (low quality). Several critical 
surface-related statistics were then extracted to be used for the 
quantitative evaluation of the 3D model quality, including but 
not limited to the height distribution and the convergence of the 
FDTD simulated reflection to the measured reflection.

2.1. Sample Information

Two plasma textured silicon surfaces were fabricated using dif-
ferent RIE tools to achieve distinct surface morphologies.

The RIE1-BSi texture was fabricated on a polished 4 in. 
round silicon wafer etched using an STS DRIE Pegasus tool 
for 16 min. The reactive gases used for this sample were O2 
(100 sccm) and SF6 (70 sccm). The coil power was 3 kW.

The RIE2-BSi texture was fabricated on a polished 6 in. round 
silicon wafer using an SPTS RIE system. The maskless RIE was 
conducted at room temperature in an O2 and SF6 plasma for 
16 min, with a gas flow ratio of O2:SF6 = 1:1, chamber pressure 
of 24 mTorr, and a 13.56 MHz radio-frequency platen power of 
100 W.

A representative plan view and cross-sectional view SEM 
images of both RIE1 and RIE2 are shown in Figure 1. It could 
be seen that the RIE1-BSi texture was relatively shallower and 
showed smaller groove-like features. The depth of the texturing 
was around 400 nm, with a smooth transition from the peak 
to the bottom. The RIE2-BSi texture had comparatively deeper 
inverted-hollow-like features with a depth of around 2 μm and 
nearly vertical sidewalls connecting the upper and lower pla-
teaus. The high aspect-ration nature of the RIE2-BSi texture was 
likely to pose a challenge for AFM scanning characterization.

Adv. Mater. Technol. 2022, 2200068

Figure 1.  Plan view (left column) and cross-sectional view (right column) of RIE1 and RIE2 obtained using SEM.
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2.2. Topographical Characterization

a)	 AFM

Topographical characterization of both BSi-RIE1 and BSi-RIE2 
was conducted by JEOL JSPM 5400 MkII Environmental AFM. 
Two sets of AFM scans were obtained for each sample, named 
AFM-HQ and AFM-LQ; these represented repeat measurements 
carried out with different AFM probes. HQ and LQ stand for 
“high quality” and “low quality,” respectively. AFM-LQ was con-
sidered a failed AFM attempt with visible artefacts observed in 
the final 3D surface model. The probes used for RIE1-AFM-LQ 
were DDESP Bruker AFM probes, while TESPD Bruker AFM 
probes were used for RIE2-AFM-LQ. AFM-HQ was considered 
an acceptable AFM attempt with probe choice and settings opti-
mized and tuned to minimize artefacts in the final 3D surface 
model. The probes used for both RIE1-AFM-HQ and RIE2-
AFM-HQ were TESPD Bruker AFM probes. All the AFM scans 
were done in tapping mode over an area of 10 µm by 10 µm,  
with a scan-interval of 19.53 nm and a scan rate of 0.215 Hz.  
To obtain optimal scan results, the tip velocity was tuned slightly 
around 4.30 µm s−1 to obtain optimal scan results.

b)	 PFIB tomography

Topographical characterization of both BSi-RIE1 and 
BSi-RIE2 was also conducted by PFIB tomography.

The PFIB tomography process contained three major parts:

1)	 Sample preparation: Both BSi samples were first embedded 
in a Durcupan resin before mounting into the microscopic 
stage. This was done to ensure that the SEM images did not 
contain artefacts, e.g., resulting from residual voids.

2)	 Slice-and-view process: The topographical BSi cross-sectional 
datasets were obtained using a ThermoFisher Helios G4 
PFIB UXe PFIB-SEM DualBeam System. The automated 
slice-and-view process was controlled by Auto Slice and View 
4 software, which consisted of repetitive PFIB milling of 
the sample (slice) and subsequent SEM imaging (view). In 
this experiment, a total of 1566 SEMs were collected. Each 
high-resolution SEM has an image resolution [width by 
height] of 6144 × 4376 pixels, with each pixel’s dimension of 
4.21 × 4.21 nm2. With careful control of the PFIB beam pro-
file, the slice thickness was optimized down to 10 nm.

3)	 3D data reconstruction: The SEM stack containing the speci-
men’s cross-sectional information was processed by a se-
quence of imaging processing techniques, including image 
filtering and the translation to XYZ format compatible with 
established 3D surface data analysis software. The 3D surface 
data translated from the SEM stack had lateral dimensions of 
21.62 × 15.21 µm2.

A more comprehensive description of the PFIB method is 
presented in previously published work.[33,34]

3D surface models of BSi-RIE1 obtained from PFIB 
tomography, AFM-HQ, and AFM-LQ are shown in Figure 2. 
3D  surface model of BSi-RIE2 sample obtained from PFIB 
tomography, AFM-HQ, and AFM-LQ are shown in Figure 3.

c)	 Data Comparison

Based on the working principle of PFIB-SEM tomography, 
the height distribution was extracted from each cross-sectional 

SEM image obtained during the slice-and-view process, which 
revealed the true cross-sectional morphology, ensuring mini-
mized bias and high data accuracy.

After carefully choosing the AFM scanning probe and opti-
mizing the probing parameters, the AFM-HQ scans for both 
RIE1-BSi and RIE2-BSi were obtained. The AFM-HQ achieved 
similar results to their PFIB 3D model in some apparent sur-
face statistics, regardless of whether their appearance was sim-
ilar to the SEM image. In comparison, AFM-LQ scans reported 
surface statistics deviate significantly from RIE-AFM-HQ and 
the PFIB 3D model. In particular, the RIE1-AFM-LQ model 
appeared to have multiple visible scan artifacts. The overall 
height was 0.2 µm shallower than the other two 3D models. For 
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Figure 2.  3D surface model of RIE1 sample obtained from: a) PFIB 
tomography, b) AFM-HQ, and c) AFM-LQ.
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the RIE2-AFM-LQ model, due to the nature of the AFM working 
principle, it was difficult for the AFM probe to reach the bottom 
for such deep inverted-hollow-like BSi features. The AFM probe 
geometry restrained the detection of the bottom feature. There-
fore, the depth of the structure at the artefact-free area appeared 
to be much shallower than the PFIB and AFM-HQ models.

2.3. Optical Reflectance Measurement

Optical characteristics were determined using a commercial 
PerkinElmer Lambda 1050 spectrophotometer to measure 

the wavelength-dependent total Reflection(%) (RTotal) and dif-
fused Reflection(%) (RDiffuse). Both the RTotal and RDiffuse were 
measured using a 150 mm integrating sphere, with the BSi 
specimen placed on the reflectance port (see Figure 4). RDiffuse 
was the measured scattered reflectance with specular exclu-
sion port unplugged during the measurement. The incident 
beam was regulated into a 6 mm diameter circular beam by an 
adjustable iris, and a 6 mm reflectance aperture was mounted 
at the reflectance port before the beam hit the specimen. The 
measurement wavelength range was 250–1500 nm, with a step 
size of 5 nm. Due to the geometry of the accessory, the sample 
placed on the reflectance port was at an angle of 8° relative to 
the incident beam during the reflectance measurement.[35]

The RTotal and RDiffuse were used for the calculation of spec-
ular reflectance (RSpecular) as defined in Equation (1)

R R RSpecular Total Diffuse= − 	 (1)

In addition, a double-side polished monocrystalline silicon 
wafer, with a thickness of 500 µm, was used as a reference reflec-
tance standard. The measured reflectance was used to validate the 
simulation input: refractive index, n, and extinction coefficient, k.

2.4. Optical Simulation

Modeling of the Reflection(%) was performed using the Ansys 
Lumerical FDTD simulation package.[36] The obtained 3D 
AFM and PFIB surface models were used as geometric inputs 
to define the unit cell of the silicon–air interface, and the 
optical constants of silicon were defined using values from the 
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Figure 3.  3D surface model of RIE2 sample obtained from: a) PFIB 
tomography, and b) AFM-LQ, and c) AFM-LQ.

Figure 4.  Measurement principle for a) RTotal and b) RDiffuse. The dimen-
sion of the specular exclusion port is roughly 33 mm2.
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literature.[37] Periodic boundary conditions were employed along 
the boundaries that intersect the surface, and perfectly matched 
layer (PML) boundary conditions in the out-of-plane direction–
diffraction from the unit cell periodicity were excluded because 
the wavelength was much smaller than the lateral unit cell size 
(5 µm by 5 µm). Diffraction from the unit cell periodicity was 
found to be negligible when the lateral unit cell size (5 µm by 
5 µm) was much larger than the wavelength—this was not the 
case when a unit cell length of 1–3 µm was used, or if the sur-
face texture was not (semi-)random. The input source was a 
broadband plane-wave (wavelengths spanning 200–1000 nm); 
separate simulations were performed for s- and p-polarizations 
and then averaged for comparison to the unpolarized experi-
mental data. The plane-wave was inserted at normal incidence 
instead of the experimental tilt of 8° because the resulting sim-
ulated reflection was almost identical, and modeling at normal 
incidence allowed for more robust simulation of all wavelengths 
in a single run, reducing the computational requirements.

A power monitor was positioned above the Si surface to col-
lect the reflected light—this monitor in the near-field recorded 
the time-averaged electric field intensity, from which the simu-
lated Reflection(%) was determined. To differentiate between the 
specular and diffuse parts of Reflection(%), Lumerical’s built-in 
far field projection algorithm was used to obtain the calculated 
hemispherical reflection at a distance of 1 m (Figure 5). Analo-
gous to the measurement, the intensity in the center of the hem-
isphere within 6.7° from the normal was calculated to obtain the 
specular/diffuse Reflection(%). The simulations were found to 
converge with a uniform mesh size of 5 nm in all directions, a 
distance of at least half the largest wavelength between the sur-
face and the PML boundaries, and conformal mesh refinement.

3. Results and Discussion

3.1. Surface Statistics of RIE1 and RIE2 Extracted from 
Reconstructed 3D Models

A direct comparison between the sample’s SEM and their 
3D models reconstructed by either PFIB or AFM is shown in 
Figure 6; these images are all shown in plan-view. A qualitative 
comparison of these images can offer high-level insight into the 
accuracy of the models. The first impression from visual obser-
vation is that the PFIB models for both the BSi-RIE1 sample 
and the BSi-RIE2 sample retain the surface features revealed 
by SEM (groove-like for BSi-RIE1 and inverted-hollow-like for 
BSi-RIE2). In other words, the PFIB 3D models for both RIE1-
BSi and RIE2-BSi show comparably better similarity than both 
AFM-HQ and AFM-LQ models. In contrast, both AFM recon-
structed models are not similar to their corresponding SEM 
images. In particular, the deep inverted-hollow-like BSi-RIE2 
sample was considered too aggressive for the AFM probe geom-
etry, and the resulting AFM models are severely tilted due to 
the contacting angle of the AFM probe. Interestingly, both AFM 
scans (AFM-HQ and AFM-LQ) for RIE2-BSi were obtained with 
identical probe and characterization settings used for the AFM 
scanning. Nevertheless, they still show significant statistical 
differences because the RIE2 structure challenges the probe to 
operate under optimal conditions.

Under certain circumstances, the gray-scale SEM image of 
the specimen taken at various angles can provide an alternative 
for extracting the specimen’s height distribution.[38] These con-
ditions are: 1) when the BSi sample’s feature is not too deep. In 
that case, most of the secondary electrons (SEs) generated from 

Adv. Mater. Technol. 2022, 2200068

Figure 5.  a) Estimated solid angle for the separation of RDiffuse and RSpecular for FDTD simulation. The orientation and position of the BSi  
3D model at the distance of f = 144 mm are clearly indicated. And b) illustration of a hemispherical far field reflectance modeling of the BSi surface 
structure.
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the specimen’s surface, especially those from the bottom of the 
feature, will not be re-absorbed by the specimen. Therefore, 
the gray-scale SEM image can be calibrated well according to 
its SE pixel intensity (brightness); 2) a proper calibration is car-
ried out in advance and an accurate monotonic correlation has 
been established between the pixel intensity and the local depth. 
However, both preconditions require additional effort to obtain 
reliable data, which in some cases are impossible. SEM image is 
made up of the pixel-wise intensity received by the SE detector. 
For samples like RIE2, the SE generated from the bottom will 
all be absorbed by the specimen’s sidewalls, leaving the local 
pixel intensity to be zero. Therefore, once the “hollow-like” fea-
ture’s depth is beyond a certain value, the “hollow-like” features 
are too deep to be distinguishable by SEM. As a comparison, 
PFIB data are made up of a stack of SEM images taken directly 
from the cross-sectional view of the specimen during each 
slice-and-view process. In other words, it has been self-validated 
by SEM. Therefore, we use the PFIB 3D model as a reference 
when comparing the surface statistical data.

The height distribution of RIE1 3D models and RIE2 
3D models are displayed in Figure 7, where the X-axis represents 
the height values of each surface datapoint. The Y-axis represents 
the normalization of the density of the corresponding height 
value. The RIE1-PFIB and RIE1-AFM-HQ show similar height 
distributions (normal distribution), while the RIE1-AFM-LQ 
deviates quite significantly. For the RIE2-AFM-HQ and 
RIE2-AFM-LQ, the heights profiles are of comparable shape. 
However, the peak location of the RIE2-AFM-HQ profile was 
≈0.5 µm deeper than the RIE2-AFM-LQ profile. This might be 
because the AFM probe could reach a deeper level of the struc-
ture while probing the surface after careful optimization. In com-
parison, the PFIB profile shows double peaks, one at ≈0.4  µm 
depth and one at ≈1.7 µm depth. This profile matches what has 
been observed in the SEM: the deep inverted-hollow-like textures 
of RIE2 had two dominant plateaus features.

Some critical surface statistical parameters extracted from 
the 3D surface models are listed in Table 1. Using the PFIB 
3D model as a reference, the percentage value in the bracket 

means how much the AFM 3D model extracted parameter devi-
ated from the PFIB model (if applicable).

The first parameter is the mean square roughness (RMS), 
which describes the irregularity of height data values. The 
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Figure 6.  Plan view of the samples RIE1 and RIE2 obtained by SEM and from the 3D models reconstructed from the PFIB, AFM-HQ, and AFM-LQ 
measurements.

Figure 7.  Height distribution of a) RIE1 and b) RIE2 extracted from PFIB 
3D model and AFM 3D model.



www.advancedsciencenews.com www.advmattechnol.de

2200068  (8 of 12) © 2022 The Authors. Advanced Materials Technologies published by Wiley-VCH GmbH

reported RMS for RIE1-AFM-HQ and RIE1-PFIB was of com-
parable value, while the RMS of RIE2-AFM-HQ is only half that 
of RIE2-PFIB. This is because, unlike the BSi-RIE1, the BSi-
RIE2 is too deep for the AFM probe-sample interaction. There-
fore, the resulting RIE2-AFM-HQ rendered 3D model is not as 
rough as the RIE2-PFIB model, with an RMS value of less than 
half of the RIE2-PFIB.

Another parameter, skewness (Ssk), describes the degree of 
bias of the roughness features(asperity). A symmetrical struc-
ture (relative to the mean plane) will have zero Ssk value. If 
the height distribution is skewed above the mean plane, Ssk 
will report a negative value and vice versa. As a comparison, 
RIE1-AFM-HQ and RIE1-PFIB are similar and have height 
distributions that are slightly skewed above the mean plane. 
RIE2-AFM-HQ and RIE2-PFIB, however, are of opposite values, 
indicating their height distributions are inversely skewed.

The last two parameters, enhanced area factor (EAF) and 
specific surface area (SSA), describe the surface enlargement. 
The EAF describes the ratio of the total surface area to the pro-
jected planar area, which is most widely used in the literature. 
The SSA, defined as the ratio of the surface area to the volume 
of the underlying silicon nanofeature, was recently introduced 
to BSi in our previous work.[30] It is directly related to surface 
reactivity and found to be a better indicator of the surface 
chemical reaction rate.[30] Both BSi-RIE1 and BSi-RIE2 reported 
the highest EAF and SSA values from the PFIB 3D model. The 
SSA for the RIE1-AFM-HQ is reported to be 15.3% less than the 
RIE1-PFIB, while the SSA for the RIE2-AFM-HQ is 38.0% less 
than the RIE2-PFIB. As the SSA describes the ratio between the 
surface atoms to the internal atoms within the defined volume, 
the AFM-HQ model will report underestimated surface reac-
tivity if used as simulation input.

3.2. Simulated Hemispherical Reflectance

The FDTD simulated hemispherical reflectance results for both 
RIE1-PFIB and RIE2-PFIB are depicted in Figure 8. As dem-
onstrated in previous research, the reflectance spectrum for 
crystalline silicon exhibits two distinct peaks, E1 (≈365 nm) 
and E2 (≈275 nm),[39–41] which are correlated with silicon mate-
rial quality, such as the absorption coefficient,[39,42] refractive 
index,[39,42] and dielectric function.[42,43] In particular, the E2 
peak is highly correlated to surface roughness. Therefore, our 
group’s previous work has extended the use of E1 and E2 peaks 
into a 2D mapping for surface texturing.[44] The FDTD simula-
tion results show that the reflection for both RIE1 and RIE2 are 
well scattered at E1 and E2 peaks, which explains the root cause 
of the excellent optical behavior of BSi.

3.3. Comparison of the Measured Reflectance Data

The measured optical reflectance [Reflection(%)] characteristics, 
including RTotal, RDiffuse, and RSpecular, for both RIE1 and RIE2 
are shown in Figure 9 as the bold blue line. The comparison of 
Reflection(%) results between RIE1 and RIE2 indicates that dif-
ferences in the surface nanostructure morphology impact the 
reflectance characteristics. The BSi-RIE2 sample was superior 
in low reflectance and showed much-suppressed surface reflec-
tance compared to the BSi-RIE1 sample.

To further evaluate the quality of the AFM 3D model and the 
PFIB 3D model, we use the convergence of the FDTD simu-
lated reflection to the measured Reflection(%) for quantitative 
evaluation.

The comparison between the measured Reflection(%) and 
FDTD simulated reflectance based on the 3D surface model 
obtained by PFIB and AFM approaches is also shown in Figure 9.

For RIE1, both PFIB-Reflection(%) and AFM-HQ- 
Reflection(%) are shown to be in good agreement with the 
measured Reflection(%). Surprisingly, for RIE2, the AFM-HQ- 
Reflection(%) still agrees well with the measured Reflection(%), 
although differences in surface morphology can be observed 
both visually and from the statistical results reported in Table 1. 
This suggests that the extra deep inverted-hollow features, 
which are not detectable by the AFM probe, do not significantly 
contribute to a reduction in reflection in this case. Therefore, 
the resulting FDTD simulated Reflection(%) from the AFM-HQ 
model is about the same level as the PFIB model. The PFIB-
FDTD of RIE1 is closer to the measured Reflection(%) at the 
UV range, while the AFM-HQ-FDTD is closer to the measured 
Reflection(%) at the VIS and NIR (below bandgap) range.

The Reflection(%) measurement settings had an incident 
beam angle of 8° relative to the sample’s zenith. However, 
the FDTD simulation was carried out with a normal incident 
beam, as plane-wave simulation with a broad wavelength span 
and angled-incidence would drastically increase the computa-
tional cost. Such differences in the simulation settings may be 
the reason for the small mismatch between the PFIB/AFM-HQ 
simulated Reflection(%) and measured Reflection(%). How-
ever, other factors may also contribute to the simulation/
measurement discrepancy, such as the difference between the 
simulation scale (on the order of square micrometers) to the 
measurement scale (on the order of square millimeters).

In contrast, the AFM-LQ-FDTD for both BSi-RIE1 and 
BSi-RIE2 drastically deviates from the measured Reflection(%) 
data. The surface morphology difference and statistical results 
also provide strong evidence that the 3D model does not accu-
rately represent the true surface structure and characteristics of 
the actual BSi sample. As AFM probing is highly sensitive to 
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Table 1.  Critical surface statistical parameters for BSi-RIE1 and BSi-RIE2, extracted by 3D models of PFIB, AFM-HQ, and AFM-LQ.

BSi-RIE1 BSi-RIE2

PFIB AFM-HQ AFM-LQ PFIB AFM-HQ AFM-LQ

RMS 93.6 96.8 (+3.4%) 54.8 (−41.5%) 487.2 279.5 (−42.6%) 296.9 (−39.1%)

Ssk 0.09 0.01 0.62 0.09 −0.30 −0.21

EAF 3.07 2.91 (−5.3%) 1.63 (−46.7%) 5.65 4.20 (−25.7%) 4.84 (−14.2%)

SSA 10.47 8.87 (−15.3%) 9.98 (−4.7%) 5.76 3.58 (−38.0%) 5.02 (−12.8%)
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experimental settings, there is a high chance that an erroneous 
surface model will be obtained. However, the surface rendered 
by PFIB tomography was based on the information extracted 
from the specimen’s SEM images obtained during the slice-
and-view, which could be directly checked against the bare spec-
imen’s cross-sectional SEM taken before the PFIB sampling. 
The detailed PFIB sampling method was described in detail in 
our previous work[14] and is less likely to obtain bias or artefacts 
when reconstructing the surface 3D model.

In addition to the reflectance line plots, the statistical conver-
gence between the FDTD simulated reflectance and the meas-
ured reflectance was also calculated. The root-mean-square-error 
(RMSE) (as defined in Equation  (2)) was used for convergence 
evaluation, indicating how much in proportional the squared 
errors are between the FDTD simulated Reflection(%) and the 
measured Reflection(%). The results are shown in Table 2

R R

R
RMSE %

d

d
100%FDTD Measured

2

Measured
2

λ
λ

( )
( )

( ) = ∫ −
∫

× 	 (2)

From Table  2, we can see that the FDTD simulated Reflec-
tion(%) for both the PFIB 3D model and the AFM-HQ 3D model 
were close to the measured Reflection(%) data for sample RIE1-BSi. 

The RMSE of RIE1-PFIB and RIE1-AFM-HQ was similar. For total 
reflectance, both PFIB and AFM-HQ were around 0.2, while the 
RMSE of RIE1-AFM-LQ was reported to be 2.6, which is around 
ten times higher than the other two. Table 2 also shows that the 
FDTD simulated data for the PFIB 3D model remains at the same 
level for Sample RIE2. At the same time, the AFM-LQ deviated 
drastically with an RMSE of 7.31 over the whole wavelength range, 
around 20 times greater than that of the RIE2-PFIB data.

Our group reported previously that the UV reflectance 
behavior is particularly sensitive to surface nanoetching.[44] As 
such, an UV reflectance map can be used to quickly monitor 
texturing variation. Therefore, Table  2 also shows the devia-
tion of FDTD simulated Reflection(%) to the measured Reflec-
tion(%) in the UV (250–400 nm) only range. In this range, the 
RMSE between the AFM-LQ Reflection(%) to the measured 
Reflection(%) for BSI-RIE1 is one order of magnitude higher 
than the PFIB Reflection(%) and AFM-HQ Reflection(%). 
In particular, the RMSE of AFM-LQ simulated RDiffuse for 
BSi-RIE2 was nearly 200 times higher than the PFIB simulated 
RDiffuse. This further supports the hypothesis that the BSi-RIE2 
AFM-LQ 3D model poorly represents the true surface structure 
and corresponding optical performance.

Comparing the 3D models rendered from PFIB tomography 
and AFM, the PFIB 3D models qualitatively represent the 

Adv. Mater. Technol. 2022, 2200068

Figure 8.  Simulated hemispherical reflectance of RIE1-PFIB (top row) and RIE2-PFIB (bottom row) at the E1 and E2 peaks.
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Figure 9.  Cross-comparison of the RTotal, the RDiffuse, and the RSpecular for a) BSi-RIE1 and b) BSi-RIE2.

Table 2.  Statistic comparison of the FDTD simulated reflectance and the measured reflectance(%) for sample RIE1 and RIE2, evaluated by RMSE.

RIE1 – RMSE RIE2 – RMSE

PFIB AFM-LQ AFM-HQ PFIB AFM-LQ AFM-HQ

RTotal Full λ range (250–1000 nm) 21.5% 260.4% 18.8% 38.3% 731.0% 51.6%

UV (250–400 nm) 9.0% 163.2% 18.6% 30.8% 557.7% 47.9%

RSpecular Full λ range (250–1000 nm) 127.7% 1633.4% 63.6% 110.9% 21972.3% 87.6%

UV (250–400 nm) 241.4% 6176.7% 289.1% 460.8% 83965.5% 3.9%

RDiffuse Full λ range (250–1000 nm) 14.4% 134.1% 20.5% 36.6% 318.3% 50.5%

UV (250–400 nm) 8.3% 77.0% 20.2% 28.7% 136.7% 46.2%
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sample’s real morphology more accurately. By summarizing the 
statistical results presented in Table  1, we found that the PFIB 
3D model for both RIE samples reports a much higher surface 
roughness and area-to-volume ratio, which could be linked to a 
much greater chemical reaction rate. Table 2 demonstrates that 
the PFIB 3D model shows the closest match between the meas-
ured Reflection(%) and FDTD simulated Reflection(%). Conse-
quently, it is clear that our work provides strong evidence that 
PFIB tomography is more accurate compared to AFM for deter-
mining the surface topography, especially for highly roughened 
BSi surfaces. PFIB can be used for extreme BSi surfaces with 
features such as vertical sidewalls or overhanging structures, 
which cannot be assessed by AFM probing. Consequently, PFIB 
enables a more accurate prediction of the performance of devices 
that employ BSi in areas such as PV,[45,46] photo-current sen-
sors,[47–51] photoelectrochemical devices,[52–57] biosensors,[58,59] etc.

4. Conclusion

In this work, we compared various surface statistical param-
eters generated from PFIB 3D and AFM 3D models of BSi, 
which should correlate to the BSi surface optical and electro-
chemical performances. For a shallower textured surface with 
small groove-like features (RIE1), PFIB 3D model and AFM-HQ 
3D model resulted in similar values for most surface profile 
parameters, such as RMS and Ssk, indicating that both surface 
models are in good agreement. However, two models generated 
different SSA values, a vital input parameter for predicting the 
surface chemical reaction rates, PFIB model reported a higher 
SSA value. For a more challenging deeper textured surface with 
inverted-hollow-like features (RIE2), the surface profile param-
eters from PFIB and AFM-HQ models deviate quite far, indi-
cating that the reconstructed 3D surface generated from PFIB 
and AFM could have different surface morphology. Similarly, 
SSA value from PFIB is much higher than the AFM-HQ model.

Even though surface topography statistics from two models were 
proven to be dissimilar to each other, both PFIB and AFM-HQ 
show good convergence to measured Reflection(%) when used as 
input parameters for FDTD front surface reflectance simulation. 
Both can be used to accurately predict the optical performance 
of BSi. By contrast, the AFM-LQ 3D modeled parameters deviate 
from the measured reflectance severely, which is tenfold greater 
than AFM-HQ to PFIB. In particular, the RMSE for RIE2-AFM-LQ 
in the UV range is as high as 83965.5%, indicating the data are 
significantly deviating from the measured Reflection(%).

In summary, AFM for BSi surface topographical characteriza-
tion is highly dependent on the AFM probe and parameters set-
tings, with significant potential for erroneous results. Our work 
provides strong evidence that PFIB tomography is a better substi-
tute to the AFM for surface topographical characterization, espe-
cially in probing highly roughened BSi surfaces. While PFIB is a 
destructive technique and may take longer than the conventional 
AFM approach, it has the benefit of consistent and easily validated 
results by SEM. It can be used for extreme BSi surfaces with fea-
tures such as vertical sidewalls or overhanging structures, which 
are not compatible with AFM probing. In the future, PFIB tomog-
raphy, as a substitute for AFM surface probing technology, pro-
vides a pathway to accurately obtain the 3D model for BSi surface 

or other nanotextured structures. Such an accurate 3D model can 
be used as simulation input for first-principle simulation. The 
validated simulation results can further aid in developing and 
validating fast approximation methods for optical device simula-
tion, such as effective medium and geometric optics, assisting in 
reducing the computational cost for BSi device simulation.
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