
Tracking Water Molecules and Carboxylate Ions 
in Confinement

Using Advanced Vibrational Spectroscopy

Alexander Korotkevich





Tracking Water Molecules and
Carboxylate Ions in Confinement Using
Advanced Vibrational Spectroscopy

Alexander Korotkevich



Cover image: An artistic image of a sample cell used for spectroscopic measure-
ments
Designed by Alexander Korotkevich

ISBN: 978-94-92323-67-5

Digital version of this thesis is available at https://dare.uva.nl

Printed and bound by: Ridderprint

Amsterdam, Netherlands, 2023

https://dare.uva.nl


Tracking Water Molecules and
Carboxylate Ions in Confinement Using
Advanced Vibrational Spectroscopy

ACADEMISCH PROEFSCHRIFT

ter verkrijging van de graad van doctor
aan de Universiteit van Amsterdam
op gezag van de Rector Magnificus

prof. dr. ir. P.P.C.C. Verbeek
ten overstaan van een door het College voor Promoties ingestelde commissie,

in het openbaar te verdedigen in de Aula der Universiteit

op vrijdag 26 mei 2023, te 14:00 uur

door

Alexander Korotkevich

geboren te Moscow



Promotiecommissie

Promotor: prof. dr. H. J. Bakker Universiteit van Amsterdam
Copromotor: dr. S. Grecea Universiteit van Amsterdam

Overige leden: dr. E. Allarcón Lladó Amolf
dr. ir. A. Petrignani Universiteit van Amsterdam
prof. dr. W. L. Noorduin Universiteit van Amsterdam
prof. dr. W. J. Buma Universiteit van Amsterdam
prof. dr. P. G. Bolhuis Universiteit van Amsterdam
prof. dr. P. Vöhringer University of Bonn

Faculteit: Faculteit der Natuurwetenschappen, Wiskunde en Informatica

IV



Tracking Water Molecules and Carboxylate Ions in
Confinement Using Advanced Vibrational

Spectroscopy

Publications covered in this thesis:
Chapter 4: A. A. Korotkevich, H. J. Bakker Confined Water Molecules in Binary
Mixtures of Water and 2,6-Lutidine Near Lower Solution Critical Temperature, J.
Phys. Chem. B, 125, 287-296, 2021
Chapter 5: A. A. Korotkevich, H. J. Bakker Ultrafast vibrational dynamics of
aqueous acetate and terephthalate, J. Chem. Phys. 156 (9), 094501: 1-9, 2022
Chapter 6: A. A. Korotkevich*, O. O. Sofronov*, O. C. M. Lugier, S. Sengupta,
S. Tanase, and H. J. Bakker Direct Probing of Vibrational Interactions in UiO-66
Polycrystalline Membranes with Femtosecond Two-Dimensional Infrared Spectro-
scopy, J. Phys. Chem. Lett., 13, 9793-9800, 2022
Chapter 7: C. J. Moll*, A. A. Korotkevich*, J. Versluis and H. J. Bakker, Molec-
ular orientation of small carboxylates at the water-air interface, Phys. Chem.
Chem. Phys. 24, (17), 10134-10139, 2022
Chapter 8: A. A. Korotkevich, C. J. Moll, J. Versluis and H. J. Bakker Molec-
ular Orientation of Carboxylate Anions at the Water/Air Interface studied with
Heterodyne-Detected Vibrational Sum-Frequency Generation, J. Phys. Chem. B,
2023.

*These authors contributed equally to this work.

Other collaborations:
A. Korotkevich, D. S. Firaha, A. A. H. Padua, B. Kirchner Ab initio molecular
dynamics simulations of SO2 solvation in choline chloride/glycerol deep eutectic
solvent, Fluid Phase Equil., 448, 59-68, 2017
E. N. Golubeva, N. A. Chumakova, S. V. Kuzin, I. A. Grigoriev, T. Kalai, A. A Ko-
rotkevich, S.E. Bogorodsky, L. I. Krotova, V. K. Popov, V. V. Lunin Paramagnetic
bioactives encapsulated in poly(D,L-lactide) microparticules: Spatial distribution
and in vitro release kinetics. J. Supercrit. Fluids, 158, 104748, 2020

V



VI



Contents

1 INTRODUCTiON 1
1.1 Confining environments . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Vibrational spectroscopy of confined systems . . . . . . . . . . . . 2
1.3 Confined water in phase transitions . . . . . . . . . . . . . . . . . . 3
1.4 Confined carboxylate anions . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Molecular orientation at interfaces . . . . . . . . . . . . . . . . . . 6

2 THEORY 9
2.1 Molecular vibrations . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 Classical oscillators . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Quantum oscillators . . . . . . . . . . . . . . . . . . . . . . 11
2.1.3 Vibrational transitions . . . . . . . . . . . . . . . . . . . . . 13

2.2 Bulk infrared spectroscopy . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Absorption spectroscopy . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Pump-probe spectroscopy . . . . . . . . . . . . . . . . . . . 15
2.2.3 Two-dimensional infrared spectroscopy (2D-IR) . . . . . . . 20

2.3 Vibrational sum-frequency generation spectroscopy . . . . . . . . . 23
2.3.1 Origin of sum-frequency generation . . . . . . . . . . . . . . 23
2.3.2 Symmetry of the system and χ(2) . . . . . . . . . . . . . . . 25
2.3.3 Fresnel coefficients . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.4 Molecular origin of resonant χ(2) . . . . . . . . . . . . . . . 28
2.3.5 VSFG spectroscopy on carboxylate anions . . . . . . . . . . 29

3 EXPERiMENTS 33
3.1 Infrared absorption spectroscopy . . . . . . . . . . . . . . . . . . . 33
3.2 Generation of femtosecond infrared pulses . . . . . . . . . . . . . . 34
3.3 Pump-probe setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4 2D-IR setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Analysis of the time-resolved spectroscopic data . . . . . . . . . . . 39
3.6 HD-VSFG experiment . . . . . . . . . . . . . . . . . . . . . . . . . 42

VII



3.7 Preparation and characterization of UiO-66 polycrystalline mem-
branes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4 CONFiNED WATER MOLECULES iN WATER/LUTiDiNE MiXTURES 47
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Concentration dependence . . . . . . . . . . . . . . . . . . . . . . . 50

4.3.1 Linear infrared absorption spectra . . . . . . . . . . . . . . 50
4.3.2 Isotropic transient absorption . . . . . . . . . . . . . . . . . 50
4.3.3 Anisotropy dynamics . . . . . . . . . . . . . . . . . . . . . . 52

4.4 Temperature-induced changes in structure and dynamics . . . . . . 56
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.7.1 Linear infrared spectra treatment scheme . . . . . . . . . . 62
4.7.2 Description of the local hot state associated anisotropy . . . 62

5 ViBRATiONAL DYNAMiCS OF AQUEOUS ACETATE AND TEREPHTHALATE 65
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6 ViBRATiONAL INTERACTiONS iN UiO-66 POLYCRYSTALLiNE MEMBRANES 79
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.6.1 Sample characterization . . . . . . . . . . . . . . . . . . . . 93
6.6.2 Analysis of the dynamics of νas → νPh and the νPh → νas

cross-peak signals . . . . . . . . . . . . . . . . . . . . . . . . 95

VIII



6.6.3 Analysis of the temperature dependence of the FTIR spectra
of the UiO-66 membranes and interpretation of the signals
at long waiting times . . . . . . . . . . . . . . . . . . . . . . 99

7 ADSORPTiON OF SMALL CARBOXYLATES AT THE WATER/AiR iNTERFACE 103
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

8 ORiENTATiON OF CARBOXYLATE iONS AT THE WATER/AiR iNTERFACE 115
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
8.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

8.6.1 Dependence of the Im[χ(2)
SSP ,νas

]/Im[χ(2)
SPS,νas

] ratio on the
Fresnel coefficients and the experimental geometry . . . . . 130

8.6.2 Integration of angular terms over angular distribution . . . 132
8.6.3 Determination of the relations between the hyperpolarizabil-

ity components . . . . . . . . . . . . . . . . . . . . . . . . . 136

REFERENCES 139

SUMMARY 157

SAMENVATTiNG 159

ACKNOWLEDGEMENTS 161

IX



X



1
Introduction

1.1 Confining environments
A chemical species can be considered as confined when it is localized in a small
space and experiences geometrical constraints caused by the environment. Con-
finement takes place in various systems and plays a crucial role in material science
and biochemistry. Molecular cages and containers possess nanometer-size cavities
that selectively encompass guest molecules to form host-guest complexes which is
a basis of supramolecular chemistry and molecular recognition. The biosynthe-
sis of ATP molecules, playing a role of the molecular storage of chemical energy
in living cells, involves electron and proton transfer processes in the sub-micron
space of the mitochondria. Many chemical processes in the chemical industry rely
on heterogeneous catalysis at interfaces or in nanopores and nanochannels of solid
catalysts.

A key property of a confining chemical environment is that it imposes restrictions
on the degrees of freedom of the enclosed compounds. This can significantly alter
the chemical properties of the confined species. For example, proton hopping
reactions in liquid nanodroplets are significantly slower than in the bulk of water
and the rate of this process strongly depends on the size of the droplets.1 The
behaviour of molecules responsible for the formation of protein complexes and
enzyme reactions differs significantly between the crowded environment of living
cells and dilute solutions.2–4 Molecular confinement in the active sites of catalysts
reduces the activation energy and stabilizes the transition states of the elementary
steps of chemical reactions, which enables reaction processes that are practically
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Introduction

impossible without catalysts.5–7
The great potential of confined systems stimulates the interest in the design

and applications of new materials and devices involving molecular confinement.
As such, it is important to identify and characterize different types of confining
environments and disclose the mechanisms enabling the properties of confined
systems.

1.2 Vibrational spectroscopy of confined systems
A molecular system can be thought of as a system of atoms connected by springs.
Such a system has a set of vibrations - internal motions that do not lead to the
displacement of the center of mass. The properties of molecular vibrations are
primarily determined by the nature of the atoms in the system and the interac-
tions between them. As such, by studying these vibrations we can learn about
the interactions between atoms and molecules in a material of interest which is
particularly important to understand the properties of confined systems.

The way to study molecular vibrations is vibrational spectroscopy which is
based on the interactions of vibrations with electromagnetic waves, i.e. light. This
field includes multiple techniques in which the frequency spectrum of light is stud-
ied after irradiation of the sample under study. Such spectra contain information
about the properties of the molecular system. In linear spectroscopy, the material
has a weak interaction with the electric field of light, leading to a response that
is proportional to the amplitude of the electric field. Infrared absorption spectro-
scopy and Raman spectroscopy are broadly used linear spectroscopic techniques.
Using these methods, we primarily investigate spectral features induced by tran-
sitions between vibrational quantum states in steady-state conditions i.e. using
continuous-wave irradiation. The spectral features associated with vibrations of
molecular groups are localized in quite specific frequency ranges. However, the
exact position and shape often strongly depend on the inter- and intramolecular
interactions involving these groups. For example, as shown in Figure 1.2, the OH-
stretching vibration of liquid water has broad a absorption band centered at 3450
cm−1 while the non-bonded, ”free” OH groups of water or metal-oxo clusters show
narrow bands centered at 3600-3700 cm−1.
Non-linear optical interactions can take place when a material is involved in

interactions with one or more high-intensity incident fields. This can be achieved
by irradiating the sample with femtosecond light pulses as these concentrate light
in a very short time. Multiple non-linear spectroscopic techniques emerged in the
last decades and thereby the capabilities of vibrational spectroscopy were brought
to a different level. For example, with time-resolved vibrational spectroscopies such
as pump-probe and two-dimensional infrared (2D-IR) spectroscopies, molecular
dynamics on a picosecond time scale can be probed, and with vibrational sum-
frequency generation spectroscopy (VSFG) surface-specific information can be

2



1.3 Confined water in phase transitions

Figure 1.1. Infrared absorption spectra of the OH-stretching vibrations in liquid
H2O and Zr6O4(OH)4 metal-oxo cluster. The absorption band in water spectrum
is significantly broader and centered at lower frequency than that of the OH-groups
of the metal-oxo cluster

obtained.
Vibrational spectroscopy methods provide invaluable insight into mechanisms of

physical and chemical processes and have been successfully applied to investigate
confined systems.8–14

1.3 Confined water in phase transitions
Water is essential on Earth. It acts as a universal solvent and plays a crucial role
in chemical and biological processes. Water can be encountered in many natural
confined environments such as nanoscale voids and pores of sedimentary rocks, and
nanometer size channels of aquaporin proteins responsible for transport of water
through cell membranes.15,16

In water molecules (H2O), hydrogen and oxygen atoms bear strong partial pos-
itive and negative charges respectively, thus creating a polar structure. Water
molecules form a dynamical network of hydrogen bonds, where the interaction is
partly electrostatic and partly covalent. In pure liquid water, each water molecule
can form up to four hydrogen bonds, as illustrated in Figure 1.2a

Hydrogen bonding is crucial in determining the chemical and physical properties
of aqueous systems. Phase transitions in aqueous systems are important phenom-
ena affected by hydrogen bonding. Due to the formation of strong hydrogen bonds
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Figure 1.2. Hydrogen bonding in a. pure bulk water b. water enclosed in acetone
cluster. The black, red and white spheres represent carbon, oxygen and hydrogen
atoms respectively and the dashed lines represent the hydrogen bonds. Note that
there are four hydrogen bonds in panel a and only two hydrogen bonds in panel b
due to hydrogen bond network disruption.

water has anomalously high melting and boiling points compared to other small
molecules. When water is placed in a confined environment, the hydrogen bond
network gets disrupted and as a result, the phase transitions’ properties are sig-
nificantly altered. For example, simulations’ results show that the conditions of
solid-liquid phase transitions in water, filling nanoscale pores strongly depend on
the pore size. Particularly, water can form stable ice phases at temperatures higher
than the bulk water melting point.17–20 Moreover, unlike in bulk water, solid and
liquid phases of confined water can continuously transform into each other.21

In many binary mixtures of water and amphiphilic compounds, small molec-
ular clusters enclosing water are formed as we show in Figure 1.2b. In such
mixtures, orientational and hydrogen bond dynamics of water show significant
retardation.22–25 Interestingly, such mixtures often show phase separation behav-
ior.26–29 As such, understanding the role of confined water in phase transitions and
particularly the properties of hydrogen bonding is of strong general importance.
In Chapter 4 we use polarization-resolved infrared pump-probe spectroscopy to
identify confined water and study its behavior in binary mixtures with aromatic
heterocyclic ampholite 2,6-lutidine that undergo phase separation at elevated tem-
peratures.

1.4 Confined carboxylate anions
Carboxylate anion group (-COO−) is one of the very abundant building blocks
of organic molecules. It is often encountered in physiologically active species,

4



1.4 Confined carboxylate anions

Figure 1.3. Chemical structures of a. acetate ion b. terephthalate ion c. UiO-66
fragment The white, black, red and light-blue spheres represent hydrogen, carbon,
oxygen and zirconium atoms respectively.

surfactants, and (bio)polymers and plays an important role in cellular processes
and functional materials.30–35

Recent studies include investigations of confined carboxylates showing promising
properties for temperature sensing36 and catalysis.37 Protonation/deprotonation
behavior of carboxylate groups crucial in biological processes and biotechnology
are significantly affected in confinement as well.38,39

An important property of carboxylate ions is that they can form strong chem-
ical bonds with metal ions which results in the formation of metal carboxylates.
Furthermore, when a molecular fragment contains two or more carboxylic groups,
reactions with metal cations and metal-oxo clusters often lead to the formation of
the so-called coordination polymers or metal-organic frameworks (MOFs). These
materials attract a lot of attention due to their potential for applications in catal-
ysis, sensing, and separation. This is largely due to the fact that MOFs often
contain well-defined nanoscale pores and channels and as a result, different molec-
ular species can be absorbed by MOF structures becoming confined in the pores
of the MOF. As such, it is important to understand the properties of the confining
environment itself.

Despite the abundance and applications of species containing carboxylate an-
ions groups, only a few time-resolved spectroscopic studies of these compounds
have been performed focusing on their ultrafast vibrational and solvation dynam-
ics.40–43 In Chapter 5, we use 2D-IR spectroscopy to investigate the mechanism
of vibrational coupling in abundant carboxylate ions acetate and terephthalate
(1,4-benzenedicarboxylate) ions in aqueous solutions. With this we establish the
framework for the analysis of more complex systems. In Chapter 6, we prepare
polycrystalline membranes of UiO-66 metal-organic framework. This MOF con-
sists of Zr6O4(OH)4 metal-oxo clusters connected by terephthalate linkers as shown
in Figure 1.3. We use 2D-IR to explore the properties of this confining environ-
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ment by probing the vibrational and energy transfer dynamics in the terephthalate
linkers that form important building blocks of the crystalline structure of UiO-66.

1.5 Molecular orientation at interfaces
Molecules and ions localized at interfaces and interfacial layers experience inter-
actions with both adjacent media and with other interfacial species. These inter-
actions determine the properties of various important processes that take place
at phase boundaries. For instance, interfacial interactions affect the formation
of atmosphere aerosol droplets44 and the release of ions from the aerosols to the
atmosphere45. The interfacial environment often significantly differs from both
adjacent bulk phases which leads to special properties of interfacial species such
as an increase of reactivity and an alteration of activation barriers of the chemical
reactions.46,47 These properties play a crucial role in the design and investigation
of novel 2D materials.48

Chemical species adsorbed at an interface do not experience an isotropic envi-
ronment. For that reason, adsorbed species often acquire a preferential orientation
depending on their affinity to the components of the adjacent media. Amphiphilic
species are often oriented with their charged and polar fragments toward the more
polar phase while the hydrophobic fragments are pointing toward the less polar
phase. Such oriented amphiphilic compounds often facilitate ion transfer between
polar and non-polar phases which is crucial in organic synthesis reactions, and
extraction and separation processes.49–51 The selective orientation and binding of
antifreeze proteins to the surfaces of ice crystals prevent the growth of the ice
crystals,52 which is used in cryopreservation. The orientation of DNA molecules
bound to solid substrates plays an important role in the controlled patterning of
cells53 and biosensing54,55.

As such it is clear that the determination of the molecular orientation at inter-
faces is of strong general importance. A perfect tool to study the orientation is

Figure 1.4. Schematic picture of carboxylates ions adsorbed at water-air interface
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1.5 Molecular orientation at interfaces

vibrational sum-frequency generation spectroscopy (VSFG). This method allows
the detection of the vibrational response of the species localized specifically at
the thin interfacial layer. The information about the molecular orientation is ex-
tracted by analyzing the second-order electric susceptibility χ(2) spectra. In recent
years, significant progress was made in determining the orientation of molecular
species at liquid-air and solid-air interfaces using VSFG often combined with sim-
ulations.56–63

The molecular orientation can be determined most accurately when information
related to several molecular groups is combined which is especially relevant for
large molecules such as biopolymers. As pointed out in section 1.4, carboxylate
anion groups (-COO−) are frequently encountered in biomolecules and functional
materials. In this thesis, we perform VSFG spectroscopy on carboxylate anions.
In Chapter 7 we study the adsorption of formate and acetate ions at water-air
interface. In Chapter 8 we investigate the orientation of carboxylate ions with
aliphatic and aromatic substituents at the water-air interface.

7





2
Theory

2.1 Molecular vibrations

In this thesis, we present results of infrared spectroscopy studies of O· · ·D stretch-
ing vibrations of HDO molecules as well as symmetric νs and antisymmetric νas
stretching vibrations of carboxylate anion group (R-COO−). Here we present clas-
sical and quantum mechanical models to describe the properties of these molecular
vibrations including their vibrational transitions.

Figure 2.1. (a) Diatomic and (b) symmetric linear triatomic molecules represented
as harmonic oscillators; (c,d) normal coordinates for the system (b)

9



Theory

2.1.1 Classical oscillators
The simplest approach to the description of molecular vibrations is considering the
model of a classical harmonic oscillator for a diatomic molecule that consists of two
masses m and M that are connected by a spring as shown in Figure 2.1a. When
the system is displaced from equilibrium distance by amplitude x, the restoring
force is proportional to the displacement F = −kx, where k is the spring constant
(the Hook’s law). The time-dependence of the displacement x can be found by
solving the equation of motion given by Newton’s second law:

µ
d2x

dt2
= −kx⇒ x = Acos(ω0t+ φ0) (2.1)

The solution 2.1 represents periodical motion i.e. an oscillation the frequency
of which is determined by the reduced mass µ = mM

m+M and the spring constant k:

ω =

√
k

µ
(2.2)

A slightly more complex model is obtained by connecting a third mass m to the
mass M with another spring with the same spring constant k, thus representing
a symmetric linear triatomic molecule, as shown in Figure 2.1b. The equation of
motion for each of the masses using Hook’s law is similar to the previous case:

m1
d2x1
dt2

= k(x2 − x1),

m2
d2x2
dt2

= k(x3 − x2)− k(x2 − x1),

m1
d2x3
dt2

= −k(x3 − x2)

(2.3)

The solutions of this system of coupled differential equations can be found in a
form of periodic functions:64

x1 = X1e
iωt,x2 = X2e

iωt,x3 = X3e
iωt (2.4)

Substituting these solutions to the system of equations 2.3 yields a system of
algebraic equations for frequencies ω. A linear combination of the coordinates
x1,x2 and x3 corresponding to the same frequency ωi is a normal coordinate
ηi. The solutions are:

ω1 =

√
k

m1
,⇒ η1 ∝ (x1 − x3),x1 = −x3,x2 = 0

ω2 =

√
k(

1

m1
+

2

m2
) ⇒ η2 ∝ (x1 + x3),x1 = x3,x2 =

2m1

m2
x1

(2.5)

10



2.1 Molecular vibrations

As follows from equation 2.5, η1 represents the displacement of masses 1 and 3
in opposite directions while mass 2 remains immobile. This motion is symmetric.
η2 represents the displacement of the masses 1 and 3 in the same direction, while
sphere 2 moves in the opposite direction in such a way that the center of mass
stays at the same position. This motion is antisymmetric. In Figures 2.1c and
2.1d the graphical representation of η1 and η2 is given. The solutions η1 and η2
represent νs and νas vibrations respectively. This model describes the case of
a linear molecule, such as CO2, however, when a nonlinear molecular fragment
such as -COO− is considered, the eigenmodes are formed by similar νs and νas
vibrations.

Generally, for an arbitrary molecule, any pair of atoms can be considered as two
masses connected with a spring. The normal coordinates are linear combinations
of atomic displacements in a three-dimensional space that represent independent
oscillations and any displacement of atoms can be described as a superposition of
normal modes. Any non-linear molecule of N atoms has 3N-6 normal modes, while
a linear molecule has 3N-5 normal modes. A more detailed description of normal
modes can be found elsewhere.65

2.1.2 Quantum oscillators
Molecular vibrations show discrete energy levels which implies that they cannot
be modeled as classical oscillators. Instead, a quantum description is required,
involving a Hamiltonian with quantum operators:

Ĥ0 =
p̂2

2µ
+

1

2
kx̂2 (2.6)

where p̂ and x̂ represent the momentum and position operators.
The energy levels of the quantum-mechanical oscillator can be obtained by solv-

ing the time-independent Schrödinger equation using this Hamiltonian:

Ĥ0 |ψ⟩ = E |ψ⟩ ⇒ En = (n+
1

2
)ℏω0, (2.7)

with n an integer (positive) number. The solutions of equation 2.7 are states with
an equidistant energy spacing defined by the resonance frequency ω0 as shown in
Figure 2.2. However, as shown in section 2.2.2, this result does not adequately
describe the energy levels of molecular vibrations because of their anharmonic
nature. The description can be improved by using anharmonic potentials instead
of the harmonic potential V̂H = 1

2kx̂
2. A common example of such an anharmonic

potential is the Morse potential:

V̂M = De(1− e−
√

(ke/2De)x̂)2 (2.8)
where De is the depth of the potential defined with respect to the dissociation

11
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Figure 2.2. Comparison of harmonic and Morse potentials and corresponding
energy levels. Note the anharmonicity (∆) and dissociation limit (De) parameters

limit and ke is the force constant. The energy levels are obtained by solving the
time-independent Schrödinger equation using V̂M as the potential:

En = (n+
1

2
)ℏω0 −

((n+ 1
2 )ℏω0)

2

4De
(2.9)

As follows from equation 2.9, the spacing between the energy levels of vibrational
states decreases with increasing quantum number n. An important parameter that
is used to characterize deviations of energy levels from the harmonic approximation
is called the anharmonicity and is defined as:

∆ = 2E1,H − E2,A (2.10)

where E1,H is the first energy level in the harmonic approximation, while E2,A

is the second energy level in an anharmonic approximation. The representation of
the results obtained by using the Morse potential is given in Figure 2.2

Up to now, we have considered a single oscillator, while molecular systems usu-
ally form a system of oscillators as described in section 2.1.1. Molecular vibrations
can be coupled to each other which means that when one of the coupled vibrations
is driven out of equilibrium, this affects one or more of the other oscillators.

As an example, let us consider a system of two coupled oscillators. Vibrational
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coupling can be described by including the coupling term to the hamiltonian:

Ĥ = Ĥ1(x̂1) + Ĥ2(x̂2) + V̂c(x̂1, x̂2) (2.11)

The simplest form of the coupling term is V̂c(x̂1, x̂2) = k12x̂1x̂2 corresponding to
bilinear coupling. By solving the hamiltonian, it can be shown that driving one of
the coupled vibrational modes out of equilibrium changes the energy spacing of the
other coupled mode. This change is primarily dependent on the anharmonicities
of the coupled modes and can thus be observed only in case Ĥ1 and Ĥ2 contain
anharmonic potentials.66 This result is crucial for 2D-IR spectroscopy as shown in
section 2.2.3

2.1.3 Vibrational transitions
In previous sections, we introduced a quantum mechanical model to describe
molecular vibrations. Often atoms in molecules bear partial electric charges and
thus strongly interact with electric fields. When a molecular system interacts
with light, it can undergo transitions between vibrational states which implies
that light get absorbed or amplified. To describe these transitions, let us consider
that the molecule is interacting with an oscillating electric field which induces a
time-dependent perturbation of the system:67

V̂ (t) = −⃗̂µ · E⃗0cos(ωt) (2.12)

where ⃗̂µ is a dipole moment operator corresponding to the dipole moment of
the molecular system. To describe the configuration of the perturbed system, the
time-dependent Schrödinger equation is solved using the time-dependent molecular
hamiltonian Ĥ(t) = Ĥ0 + V̂ (t).

Ĥ(t) |ψ⟩ = iℏ
∂ |ψ⟩
∂t

(2.13)

Using perturbation theory to first order, the transition rate from an occupied
state |a⟩ to state |b⟩ can be obtained (Fermi’s golden rule):

Wab =
π

2ℏ2
| ⟨b| V̂ |a⟩ |2(δ(ωab − ω) + δ(ωab + ω) (2.14)

The transition rates Wab are derived after the evaluation of amplitudes of the
eigenstates of the unperturbed oscillator contributing to the perturbed wave func-
tion.68 Equation 2.14 does not contain the time dependence initially present in the
V̂ (t) which is valid for t→ ∞.

As follows from equation 2.12:

| ⟨b| V̂ |a⟩ |2 = E2
0cos

2(θ)| ⟨b| µ̂ |a⟩ |2 (2.15)
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where θ is the angle between the vectors of electric field E⃗0 and dipole moment µ⃗.
Assuming that the molecule stays in the same electronic state when a vibrational
transition occurs, the dipole moment operator can be approximated as a function
of the coordinate:

−⃗̂µ ≈ −⃗̂µ0 + x̂
∂µ⃗

∂x
⇒ | ⟨b| µ̂ |a⟩ |2 = (

∂µ⃗

∂x
)2| ⟨b| x̂ |a⟩ |2 (2.16)

Based on equations 2.14 - 2.16 we arrive at the selection rules for vibrational
transitions:

• Wab ∝ δ(ωab − ω) − δ(ωab + ω) → the transition is possible when the field
frequency is close to resonant frequency ωab = (Ea - Eb)/ℏ

• Wab ∝ (∂µ⃗∂x )
2 → the transition is possible only when atomic displacement

along the vibrational coordinate leads to a change of dipole moment of the
system

• Wab ∝ cos2θ → the transition is possible only when the electric field polar-
ization direction E⃗0 is not orthogonal to the dipole moment µ⃗ direction

• Wab ∝ | ⟨b| x̂ |a⟩ |2 → in case the harmonic vibrational potential is used in
the hamiltonian of equation 2.13 and the expansion of the dipole moment
operator in equation 2.16 is limited to the linear term (dipolar approxima-
tion) the transition is only possible between the states for which |a - b| = 1
where a and b are the quantum number of the states.

2.2 Bulk infrared spectroscopy
Frequencies of molecular vibrations are resonant with infrared light (∼ 2-10 µm),
forming the basis of infrared spectroscopy. This section provides a theoretical
background for steady-state and time-resolved infrared spectroscopies.

2.2.1 Absorption spectroscopy
Let us consider an infrared beam with intensity I0(ω) passing through a layer of
material with the thickness l as shown in Figure 2.3a. The intensity of light after
the sample I is given by the Lambert-Beer law:

T (ω) =
I(ω)

I0(ω)
= e−σ(ω)lC (2.17)

where σ(ω) is the absorption cross-section and C is the concentration of the
absorbing species and T (ω) is sample transmission. The parameter σ(ω) is pro-
portional to the transition rate described in section 2.1.3, thus when ω approaches
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2.2 Bulk infrared spectroscopy

Figure 2.3. Infrared (IR) absorption experiment in a. transmission geometry b.
ATR-geometry; c. Example of IR absorption spectrum containing two resonances

a resonance of a vibrational transition, attenuation of light intensity (absorption)
due to vibrational transition is observed as shown in Figure 2.3b.

Taking the logarithm of equation 2.17 and accounting for multiple absorbing
species the equation can be rewritten in a convenient form:

−ln(T ) ≡ α =
∑
i

σi(ω)lCi (2.18)

where α is sample absorption, Ci is the molarity of the ith absorber, l is the
sample thickness in cm and σi is the molar extinction coefficient given in
(L/(mol · cm)). It is clear, that when light is absorbed, α takes positive values.

The stretching vibrations of water and carboxylate anions have very high ex-
tinction coefficients. Because of that, in some cases after passing through even
the thinnest layers of the materials I(ω) gets very low and cannot be reliably
determined. In case the sample thickness l can no longer be reduced, it is ben-
eficial to collect spectra in the attenuated total reflection (ATR) geometry.
This technique is based on the phenomenon of total internal reflection which hap-
pens when light propagates from a medium with a higher refractive index n1 to a
medium with a lower refractive index n2 at an incident angle θ which is larger than
θcritical = arcsin(n2

n1
), as follows from Snell’s law. In this situation, an evanescent

field is created into the medium with a low refractive index with a decay length
smaller than the wavelength. As a result, the absorption spectrum is collected
from a thin layer of material as shown in Figure 2.3c. A commonly used material
for ATR-IR absorption measurements is diamond with a refractive index of ∼ 2.4.

2.2.2 Pump-probe spectroscopy
In the previous section, we described the principles of steady-state infrared ab-
sorption spectroscopy that is based on continuous-wave irradiation of the sample.
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Figure 2.4. Schematic of the pump-probe experiment

Pump-probe spectroscopy, in contrast, uses femtosecond infrared pulses and thus
allows obtaining information on dynamical properties.

The schematic of the experiment is shown in Figure 2.4. Firstly, an intense
excitation pulse (pump) passes through a sample and induces vibrational excita-
tions. After a controlled waiting time (delay time, t) (0.1 - 200 ps), a weaker
detection pulse enters the sample to probe the evolution of the excited sub-
ensemble of species. The absorption spectrum of the probe pulse is detected after
excitation (α(ωdetection, t)) and compared to the absorption without excitation
(α0(ωdetection)). The value ∆α(ωdetection, t) called transient absorption is used
to measure the pump-induced modulation:

∆α(ω, t) = α(ωdetection,T )− α0(ωdetection) (2.19)

The origin of the transient absorption spectrum is schematically represented in
Figure 2.5a. The pump pulse drives the |0⟩ → |1⟩ transition at frequency ω01

and the sub-ensemble of species occupies the excited vibrational state |1⟩. For
that reason, the population of species in the vibrationally ground state decreases.
This effect is called ground state depletion. Additionally, |1⟩ → |0⟩ transition
occurs upon interaction with probe pulse at the same frequency corresponding to
stimulated emission. Because of the ground state depletion and the stimulated
emission, the sample gets more transparent around ω01. Thus, ∆α is negative
around ω01. Moreover, the excitation of |1⟩ enables the |1⟩ → |2⟩ transition occur-
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2.2 Bulk infrared spectroscopy

Figure 2.5. a. Origin of transient absorption ∆α b. Time evolution of transient
absorption spectra c. Single frequency dynamics of ∆αiso,∆α|| and ∆αperp

and d. Anisotropy (R)

ing at frequency ω12 leading to induced absorption of probe light around ω12

and hence a positive value of ∆α. Using N as the excited state population, and
σ01(ω), σ12(ω) as the absorption cross-sections for the |0⟩ → |1⟩ and |1⟩ → |2⟩
transitions, respectively, α(ω) can be expressed as:

∆α(ω) = −2σ01(ω)N + σ12(ω)N (2.20)

For a purely harmonic molecular vibration ω01 = ω12, and 2σ01 = σ12, meaning
that ∆α(ω) = 0. For the O· · ·D stretching vibration of HDO molecules as well as
for νs and νas stretching vibrations of the -COO− group, ω12 < ω01, and ∆α(ω)
shows a negative feature near ω01 and a positive feature near ω12. It has to be
noted, that due to the overlap of the negative and positive components of the
transient spectrum, the positions of negative and positive peaks might not exactly
match ω01 and ω12.

With the increase of waiting time t, the excited species return to the vibrational
ground state which leads to the decay of the transient signal as shown in Figure
2.5b. The dissipation of excitation energy often leads to significant heating of
the excited volume. This in turn leads to a shift of the ground state absorption
spectrum and results in a non-zero transient spectrum that stays constant on pi-
cosecond time scale as shown in Figure 2.6. Such spectrum is highly similar to a
static thermal difference absorption spectrum. The magnitude of the shift is
generally significantly lower than the bandwidth of the absorption bands. As a
result, larger shifts due to stronger heating lead to higher amplitudes of the result-
ing features in the transient absorption spectrum without significantly changing
its shape. In case the shift is not accompanied by a significant change of the vi-
brational cross-section, the resulting transient spectrum as shown in Figure 2.6a
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Figure 2.6. Transient absorption signals originating due to shifts of the absorption
spectrum after excitation when the shift is a. not accompanied by a change of the
vibrational cross-section b. accompanied by a change of the vibrational cross-section

resembles the transient absorption spectrum resulting from vibrational excitation.
Transient spectra originating from vibrational excitation and the thermal effect, as
well as those appearing due to vibrational coupling (section 2.2.3), have very sim-
ilar shapes. Hence their origin cannot be unambiguously determined based only
on the spectral features, and to find the precise origin the transient spectral infor-
mation should be combined with the investigation of the vibrational dynamics. In
Chapter 6 we show how this effect is clearly pronounced for terephthalate linkers
of the UiO-66 metal-organic framework. In case the thermally induced frequency
shift is accompanied by a change in the vibrational cross-section, the resulting
transient spectrum as shown in Figure 2.6b significantly differs from the transient
spectrum following vibrational excitation. This is the case for HDO molecules
reported in Chapter 4 and in previous studies.69,70

As follows from section 2.1.3, the probability of vibrational transition is depen-
dent on the mutual orientation of light polarization E⃗ and the transition dipole
moment µ⃗. Hence, when a polarized pump pulse passes through the sample, the
excitation predominately takes place for the species oriented with their transition
dipole moment vectors parallel to the polarization direction. Hence the orienta-
tional distribution of the excited species is anisotropic. Consequently, the time
evolution of the transient absorption shown in Figure 2.5b includes both the relax-
ation of the excitation energy and randomization of the orientation of the excited
species.

The dynamics of the two processes can be decoupled by combining transient
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2.2 Bulk infrared spectroscopy

absorption spectra detected using two different polarizations of the probe pulse.
It is common to use probe pulses polarized parallel and perpendicular with respect
to excitation polarization to detect ∆α|| and ∆α⊥ respectively. At early waiting
times, ∆α|| has a higher amplitude than ∆α⊥ due to the anisotropic orientational
distribution of the excited molecules. By averaging the two signals, the isotropic
transient absorption ∆αiso signal can be constructed:

∆αiso =
1

3
(∆α|| + 2∆α⊥) (2.21)

In this averaging, ∆α⊥ has a larger weight as there are two non-equivalent per-
pendicular directions and one parallel direction with respect to excitation polar-
ization in a three-dimensional space. ∆αiso does not depend on the orientational
distribution of excited species and reflects properties related only to the dynamics
of the excited population. Consequently, this value is convenient to use for probing
vibrational dynamics.

Relaxation of the excited population to the vibrationally ground state is often
a single first-order process and hence ∆αiso, and the amplitude of the spectrum
decays proportionally to N = N0e

−kt, where k is the vibrational relaxation rate
constant and N0 is the excited population at waiting time t = 0. In some cases,
the relaxation gets frequency-dependent which can be accounted for by including
additional states with different relaxation rate constants.

The energy deposited by the excitation of the sample is transferred to lower-
energy vibrational states and eventually converted into thermal energy. In case
the spectrum of the initially excited vibration is affected by such energy redistri-
bution, additional contributions develop in the transient absorption spectra with
the increased waiting time. A common example of such a contribution is the
thermal spectrum described before. The growth of the thermal spectrum is often
delayed with respect to the decay of the initially excited vibrations which can be
accounted for in the relaxation model by including intermediate states showing no
spectral response in the probed frequency region. A more detailed description of
the approaches used to model the spectroscopic data is given in section 3.5.

Using ∆α|| and ∆α⊥ anisotropy R can be defined as a difference of ∆α|| and
∆α⊥ space normalized with respect to the isotropic absorption change ∆αiso:

R =
∆α|| −∆α⊥

∆α|| + 2∆α⊥
=

∆α|| −∆α⊥

3∆αiso
(2.22)

The anisotropy depends only on the depolarization dynamics. It can be shown,
that the anisotropy is proportional to the second-order orientational correlation
function:71

R(t) =
2

5
⟨1
2
(3cos2θ(t)− 1)⟩ (2.23)
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where θ is the angle between the excitation polarization and the transition dipole
moment at waiting time t. At t = 0, θ = 0, and R approaches a value of 0.4. At
longer waiting times R decays reflecting depolarization, as shown in Figure 2.5d.

We used the decay of anisotropy to investigate the reorientation dynamics of
HDO molecules. In such a case, exponential decay can be assumed.69 However, res-
onant (Förster) energy transfer of the excited vibrational energy between molecules
can also lead to depolarization. The Förster transfer probability is strongly de-
pendent on the distance between the interacting dipoles and generally only plays
a role in systems where the density of infrared absorbers is high. In the case of a
statistical distribution of molecular vibrations with the Förster transfer rate kF ,
R(t) ∝ e−

√
kF t 72. We observed Förster transfer between closely spaced linker ions

of the UiO-66 metal-organic framework.
In this section, we presented a phenomenological description of pump-probe

spectroscopy. Alternatively, this technique can be described with a density ma-
trix formalism, considering the third-order component of the induced nonlinear
polarization similar to the approach used in section 2.3.1. A detailed description
of this approach can be found in the previous publication.73

2.2.3 Two-dimensional infrared spectroscopy (2D-IR)
2D-IR spectroscopy is a form of two-color pump-probe spectroscopy in which also
the excitation frequency is varied and resolved, i.e. in this method we probe ∆α||,⊥
= ∆α||,⊥(ωexcitation,ωdetection, t). This allows us to separate contributions that
arise at a given detection frequency ωdetection due to the excitation of a vibrational
mode at the same frequency ωexcitation = ωdetection (diagonal peak signal) and due
to excitation of a different vibrational mode. The signals at ωexcitation ̸= ωdetection

are denoted as cross-peak signals and provide information on vibrational coupling.
The vibrational dynamics of diagonal peak signals and cross-peak signals can be

characterized by studying ∆αiso of each of the peaks. These dynamics are depen-
dent on the mechanism of the vibrational coupling.74 The two main types of inter-
action of vibrational modes are anharmonic coupling and energy transfer. In
the case of anharmonic coupling, excitation of a vibrational mode A at frequency
ωexcitation = ωA leads to a perturbation of the vibrational potential of the mode B
coupled to mode A. Such perturbation effectively leads to a shift in the absorption
spectrum of the mode B and to a bleaching at ωexcitation = ωA,ωdetection = ωB and
an induced absorption at a slightly different (usually lower) detection frequency.
Together the bleach and the induced absorption constitute the cross-peak signal.
The origin of the spectrum is thus similar to that of the thermal signal described in
section 2.2.2. As explained in section 2.1.2, such a shift of the absorption spectrum
is only possible if the interacting vibrations are anharmonic and the magnitude of
the shift is dependent on the anharmonicity of the vibration. The perturbation is
present as long as mode A is excited and for that reason, the cross-peak appears
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2.2 Bulk infrared spectroscopy

Figure 2.7. Schematic of a two-dimensional infrared spectrum of a system of two
coupled vibrations. The blue and the red color correspond to negative and positive
transient absorption values respectively. The dashed diagonal line corresponds to
ωexcitation = ωdetection. The top inset shows the transient absorption spectrum
obtained by integrating the two-dimensional spectrum along the ωexcitation axis.
The inset on the right-hand side spectrum shows the infrared absorption spectrum
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Figure 2.8. Example of dynamics of a cross-peak signal appearing due to anhar-
monic coupling (blue) and energy transfer (red)

instantaneously after the excitation and its dynamics follow the dynamics of mode
A.

Energy transfer (or population transfer) between the modes is induced by fluc-
tuations in the local environment leading to an equilibration of the excitation
between the vibrational modes. Considering two modes A and B, the dynamics of
the energy transfer can be characterized by exchange rates kAB and kBA. If energy
transfer leads to a cross-peak signal, this signal will be delayed with respect to the
excitation. The two mechanisms of vibrational coupling can thus be distinguished
based on the dynamics of the cross-peak signals. The transfer rate (kAB) and the
transfer rate (kBA) obey the Boltzmann ratio:

kAB = kBAe
−ℏ∆ω

kT (2.24)

where ∆ω = ωB − ωA, k is the Boltzmann constant and T is the temperature.
As follows from equation 2.24, the downhill transfer is faster than the uphill trans-
fer. In chapter 5, we present a 2D-IR study of vibrational coupling between the
vibrational modes of acetate and terephthalate anions.

Similarly to ∆αiso, the anisotropy (R) can also be probed separately for diagonal
peak and cross-peak signals. In the case of a diagonal peak signal, the angle θ
between the polarization direction of the excitation pulse and the transition dipole
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2.3 Vibrational sum-frequency generation spectroscopy

moment vector is close to 0◦. However, for the cross-peak signal θ is dependent
on the angle between the transition dipole moment vectors of the coupled modes.
This later angle can thus be determined based on the anisotropy value of the
cross-peak signal at t ≈ 0 using equation 2.23

2.3 Vibrational sum-frequency generation spectro-
scopy

2.3.1 Origin of sum-frequency generation
Sum-frequency generation (SFG) is a second-order nonlinear optical process
in which the interaction of two electric fields oscillating with frequencies ω1 and ω2

leads to the generation of a new electric field oscillating with frequency ω1 + ω2.
To understand the origin of this process, as well as other second-order non-linear
processes, we need to expand the induced polarization in the applied electric field.

When an electric field interacts with a material, the displacement of charges
occurs yielding in an induced material polarization P⃗ that can be expressed as
power series in terms of interacting electric fields E⃗:75

P⃗ =
∑
n

P⃗ (n) = ϵ0
∑
n

χ(n)E⃗n (2.25)

where ϵ0 is the vacuum permittivity. In this expansion, P⃗ (n) = ϵ0χ
(n)E⃗n is the

nth order polarization. In the expression on the right-hand side, the nth order
electric susceptibility tensor χ(n) with rank n+1 transforms n interacting electric
fields into a three-dimensional vector P⃗ (n). The magnitude of the components
of susceptibility tensors significantly decreases with increasing order n, and thus
to induce higher order polarization components higher amplitudes of the electric
fields are required.
P⃗ is the induced dipole oscillating at different frequencies which can act as a

source of new electromagnetic waves. The propagation of the emitted wave in
three-dimensional space r⃗ in non-magnetic media without free charges is described
by the wave equation:

∇2E⃗(r⃗, t) =
1

c2
∂2

∂t2
(E⃗(r⃗, t) +

1

ϵ0
P⃗ (r⃗, t)) (2.26)

Solving the equation yields a relation between frequency components E(ω) and
P (ω)

k2E(ω) =
ω2

c2
(E(ω) +

1

ϵ0
P (ω)) (2.27)
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where k2 and ω2 are the squares of the magnitude of the wavevector and the
angular frequency respectively.

Let us consider the case of two monochromatic electromagnetic waves oscillating
with frequencies ω1 and ω2

E⃗ = E⃗1(r⃗1)cos(ω1t) + E⃗2(r⃗2)cos(ω2t) (2.28)

Describing the second-order processes requires considering the second-order po-
larization P⃗ (2) induced by the interaction of the fields:

P⃗ (2)(r⃗, t) = ϵ0χ
(2)E⃗1(r⃗1, t)E⃗2(r⃗2, t) =

=
1

2
ϵ0χ

(2)(E⃗2
1(r⃗1) + E⃗2

2(r⃗2) + E⃗2
1(r⃗1)cos(2ω1t)+

+ E⃗2
2(r⃗2)cos(2ω2t) + E⃗1(r⃗1)E⃗2(r⃗2)(cos((ω1 + ω2)t)

+ cos((ω1 − ω2)t)))

(2.29)

In equation 2.29 we considered the polarization response of the electric fields
to be instantaneous and used the angle sum trigonometric identity cos(α ± β) =

cosα · cosβ ∓ sinα · sinβ. Inserting the expression for P⃗ (r⃗, t) from equation 2.29
to equation 2.26 leads to the creation of electric fields with frequencies different
from ω1 and ω2. Firstly, the process called optical rectification (OR) leads to
the creation of a static field proportional to E⃗2

1 and E⃗2
2 . Next, the process called

a second-harmonic generation (SHG) yields fields oscillating with frequen-
cies 2ω1 and 2ω2. Finally, sum-frequency generation and difference-frequency
generation (DFG) lead to the creation of fields oscillating with frequencies (ω1

+ ω2) and (ω1 - ω2), respectively.
In this thesis, we present the results of vibrational sum-frequency generation

spectroscopy measurements (VSFG). In this method, a pulse centered at ∼ 800
nm (ωvis) interacts with an infrared pulse (ωIR) to generate a sum-frequency pulse
(ωSFG = ωvis+ωIR). When ωIR approaches the resonant frequencies of vibrational
transitions, the SFG process will be enhanced.

For VSFG, the second-order polarization component can be expressed as:

P⃗ (2)(ωSFG) = ϵ0χ
(2)(ωSFG)E⃗(ωvis)E⃗(ωIR) (2.30)

It has to be noted that equation 2.30 is valid under the assumption that the
induced dipole acts as the only source of sum-frequency generation which implies
that gradients of electric fields near the interfacial layers do not significantly affect
P⃗ . A more accurate treatment requires including higher order terms such as
magnetic dipole and electric quadrupole terms in the expression for P⃗ .76
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2.3 Vibrational sum-frequency generation spectroscopy

Figure 2.9. Geometry of the VSFG experiment. The directions of the y-axis and
s-polarization are orthogonal to the page plane

2.3.2 Symmetry of the system and χ(2)

In section 2.3.1, we showed how non-linear interactions of the applied electric fields
with a medium can lead to sum-frequency generation. The properties of this pro-
cess are strongly dependent on the electric susceptibility tensor χ(2) entering equa-
tion 2.30. In this section, we focus on properties caused by the system symmetry
and geometry of the experiment. It can be showed that χ(2) = 0 for centrosymmet-
ric media. That means that the inversion symmetry has to be broken to allow for
sum-frequency generation.77 This requirement is realized at interfaces of materials,
thus making it possible to generate sum-frequency light exclusively from the inter-
facial layers. This property underlies the surface specificity of SFG-spectroscopy.
However, SFG is also possible in the bulk of crystals lacking inversion symmetry.
One of such crystals is α-quartz which has a trigonal crystal system. We used this
crystal for reference measurements in SFG (see section 3.6).

As follows from section 2.3.1 χ(2) is a third-rank tensor and thus contains 27
elements each which can be denoted as χ(2)

ijk where i corresponds to the direction
of E⃗(ωSF ), j - E⃗(ωvis), k - E⃗(ωIR). To further elaborate on the properties of χ(2),
it is necessary to consider the geometry of the experiment that we show in Figure
2.9. The surface of a liquid sample possesses a C∞ symmetry axis parallel to the
z-axis of the laboratory coordinate system as well as a mirror symmetry plane
that coincides with the XY plane. Given this, it can be shown that χ(2) tensor
can contain only 4 independent non-zero elements:77

χ(2)
zzz,χ

(2)
zxx(= χ(2)

zyy),χ
(2)
xzx(= χ(2)

yzy),χ
(2)
xxz(= χ(2)

yyz) (2.31)
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Figure 2.10. Reflection and transmission within the framework of the three-layer
model. P-polarization of light as well z-component of the electric field vector are
given as an example

By selecting S or P polarized E⃗(ωvis) and E⃗(ωIR) prior to the sample as defined
in Figure 2.9 as well as selectively detecting S or P polarized components of SFG
light, it is possible to experimentally determine χ(2) components and this way
probe each of the non-zero χ(2)

ijk:

χ
(2)
SSP ∝ χ(2)

xxz, (2.32)
χ
(2)
SPS ∝ χ(2)

xzx, (2.33)
χ
(2)
PSS ∝ χ(2)

zxx, (2.34)
χ
(2)
PPP ∝ χ(2)

xxz,χ
(2)
xzx,χ

(2)
zxx,χ

(2)
zzz (2.35)

The order of the P and S in parentheses after χ(2) corresponds to a decrease in
frequency, e.g. χ(2)

SSP means S-polarized ωSFG, S-polarized ωvis, and P-polarized
ωIR. As can be noticed, S-polarized light allows the probing of χ(2) components
in the XY-plane, while the P-polarized field probes the Z-component.

2.3.3 Fresnel coefficients
The amplitude of E⃗(ωSFG) depends on the amplitudes of the electric fields pene-
trating the interfacial layer. Since polarized light is commonly used in experiments,
it is convenient to use Fresnel coefficients (Lii) that express the ratio between the
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amplitudes of ith components of the incident and transmitted fields, i = x, y, z.
A model accurately describing transmission at phase boundaries is a three-layer
model that explicitly includes the interfacial layer with a refractive index n′ be-
tween media a and b, as shown in Figure 2.10. When incident beams enter a
boundary between two media a and b with refractive indices na and nb with inci-
dent angle φa and transmitted angle φb the Fresnel coefficients are given by:76

Lxx =
Et,x

E0,x
=

2nacosφb

nbcosφa + nacosφb
, (2.36)

Lyy =
Et,y

E0,y
=

2nacosφa

nacosφa + nbcosφb
, (2.37)

Lzz =
Et,z

E0,z
= (

na
n′

)2
2nbcosφa

nbcosφa + nacosφb
(2.38)

While the bulk refractive indices are commonly well-defined and can be inde-
pendently determined, this is not the case for the interfacial refractive index n′.
An accurate estimation of n′ of liquid/air interfaces has been obtained by using
the modified Lorentz model56, which yields:

(
1

n′
)2 =

4n2b + 2

n2b(n
2
b + 5)

(2.39)

When frequencies of the incoming fields do not match any resonances of a molec-
ular system, the Fresnel coefficients show almost no dependence on frequency and
in practice can be considered constant. However, when a resonance is approached,
the dispersion of the refractive index might modulate the transmitted component
of the field and thus alter the SFG amplitudes. Particularly, such behavior can
be observed when ωIR is in the vicinity of a vibrational resonance. This effect
can be explicitly accounted for in calculations of the Fresnel coefficients by using
a complex refractive index for infrared light assuming the Lorentzian shape of the
resonance:

ñ(ω) = nNR + n(ω) + ik(ω) (2.40)

n(ω) ∝ − (ω − ω0)

(ω − ω0)2 + ζ
, k(ω) ∝

√
ζ

(ω − ω0)2 + ζ
(2.41)

where ω0 and ζ represent the resonant frequency and damping constant respec-
tively.78 In practice, the amplitude of the imaginary part k can be determined from
infrared absorption spectra and the real part can be obtained using the Kramers-
Kronig transformation.75
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2.3.4 Molecular origin of resonant χ(2)

Similarly to the expansion of polarization for bulk material in equation 2.25, the
expansion of an induced dipole for a single molecule can be written:

µ⃗ = µ⃗0 + αE⃗ + βE⃗2 + γE⃗3... (2.42)

where α is molecular polarizability, β and γ are the first- and second-order
molecular hyperpolarizabilities respectively.

The molecular property corresponding to the second-order component of the
induced dipole is the first-order hyperpolarizability β. Near a vibrational res-
onance, it can be expressed as a sum of resonant and non-resonant contributions:79

β = βNR +
∑
n

βn
ωn − ωIR − iγn

(2.43)

where βn, ωn, ωIR, and γn are the nth resonance amplitude, the resonant fre-
quency of a vibrational transition, the frequency of the infrared pulse and the
damping constant of a vibration respectively. Similarly to χ(2), β is a third-rank
tensor containing 27 elements βi′j′k′ .

The amplitude of the resonant part of a hyperpolarizability component can be
described as a product of transition dipole moment ∂µk′

∂xn
also appearing in equation

2.16 and Raman transition moment ∂αi′j′

∂xn
of the nth vibrational mode xn:

βn,i′,j′,k′ = − 1

2ϵ0ωn

∂αi′j′

∂xn

∂µk′

∂xn
(2.44)

χ(2) can be obtained by averaging the molecular hyperpolarizabilities βi′j′k′

accounting for the molecular orientation distribution:

χ
(2)
ijk =

Ns

ϵ0

∑
i′j′k′

< R(ψ)R(θ)R(ϕ) > βi′j′k′ (2.45)

where Ns is the surface population and R(ψ), R(θ), R(ϕ) represent rotation ma-
trices for Euler transformation from molecular to laboratory coordinate system.80

From equations 2.43 and 2.45 it is clear that χ(2) can also be split into resonant
and non-resonant components:

χ(2)(ω) = χ
(2)
NR + χ

(2)
R (ω) = ANR +

∑
n

AR,n

ωn − ωIR − iΓn
(2.46)

From equation 2.46 it follows that when ωIR approaches the resonant frequency
of a vibrational mode centered at ωn, χ(2) shows a resonance with amplitude AR,n

with the line width Γ. The real part of this expression (Reχ(2)) has a disper-
sive shape, while the imaginary part (Imχ(2)) is symmetric around the resonant
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Figure 2.11. Real and imaginary parts of a resonant χ(2) component in the vicinity
of a vibrational resonance

frequency as shown in Figure 2.11.
As follows from equation 2.44, the βn,i′,j′,k′ component is non-zero in case the

nth vibrational mode is infrared and Raman active. Moreover, as follows from
equation 2.45, χ(2) is dependent on the surface density and on the angular distri-
bution of the molecular vibrations. Thus, in order to generate sum-frequency light
the following conditions are necessary to be fulfilled:

• the species are present at the surface

• the probed vibrational modes are infrared and Raman active

• the probed vibrational modes have a preferred orientation .

2.3.5 VSFG spectroscopy on carboxylate anions
In this thesis, we present the results of VSFG studies on νas and νs vibrational
modes of the carboxylate anion group.

To study the surface adsorption and orientational properties of these ions, we
performed measurements under SSP and SPS polarization experimental combina-
tions. The experimentally determined χ(2) components are related to χ(2)

xxz and
χ
(2)
xzx components in the laboratory coordinate system as follows:
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Figure 2.12. Definition of tilt angle θ for carboxylate anion group; z-axis cor-
responds to the laboratory coordinate system while a,b,c-axes represent molecular
coordinate system where c-axis coincides with the C2 axis of the -COO− group

χ
(2)
SSP = Lyy(ωSFG)Lyy(ωvis)Lzz(ωIR)sinφIRχ

(2)
xxz (2.47)

χ
(2)
SPS = Lyy(ωSFG)Lzz(ωvis)Lyy(ωIR)sinφvisχ

(2)
xzx (2.48)

where φIR,vis correspond to the incidence angles of the infrared and 800 nm
beams respectively.

Carboxylate anion group -COO− has C2v symmetry, and the C2 symmetry axis
coincides with the molecular c-axis as displayed in Figure 2.12. Thus the averaging
over the angular distribution according to equation 2.45 connects the selected χ(2)

components in the laboratory coordinate system to molecular hyperpolarizability
components and angular distribution of the -COO− group:79

χ(2)
xxz, νas = −1

2
Nsβaca(⟨cosθ⟩ −

⟨
cos3θ

⟩
) (2.49)

χ(2)
xzx, νas =

1

2
Nsβaca

⟨
cos3θ

⟩
(2.50)

χ(2)
xxz, νs =

1

4
Ns(βaac+βbbc+2βccc) ⟨cosθ⟩+

1

4
Ns(βaac+βbbc−2βccc)

⟨
cos3θ

⟩
(2.51)

χ(2)
xzx, νs = −1

4
Ns(βaac + βbbc − 2βccc)(⟨cosθ⟩ −

⟨
cos3θ

⟩
) (2.52)
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2.3 Vibrational sum-frequency generation spectroscopy

These expressions are obtained under the assumption of free rotation of the -
COO− group around the C-C (C-H) bond and contain only the tilt angle θ defined
in Figure 2.12. In case the rotation is not free, χ(2) acquires a dependence on the
twist angle ψ.

By dividing equation 2.47 by equation 2.48 and using equations 2.49, 2.50, the
experimentally determined χ(2) can be expressed in terms of the orientational
distribution of the ions, namely tilt angle θ, and the known properties of the
experiment:

χ
(2)
SSP

χ
(2)
SPS

= −LsinφIR

sinφvis

⟨cosθ⟩ −
⟨
cos3θ

⟩
⟨cos3θ⟩

(2.53)

where L = (Lyy(ωvis)Lzz(ωIR)/(Lzz(ωvis)Lyy(ωIR) As follows from equations
2.49 - 2.52, to obtain information about the orientational properties, the angular
terms f(θ) = ⟨cosθ⟩, ⟨cos3θ⟩ require integration over the orientation distribution
function F (θ, a⃗) that is unknown a priori:

⟨f(θ)⟩ =
∫ π

0
dθf(θ)F (θ, a⃗)sinθ∫ π

0
dθF (θ, a⃗)sinθ

(2.54)

where a⃗ is the set of the parameters defining the distribution function and the
denominator is used for normalization with respect to the area of the distribution
function.

The simplest assumption for the distribution function is a δ-distribution: F (θ) =
δ(θ). In such case, the integration yields in ⟨f(θ)⟩ = f(θ).

A more complex assumption is a Gaussian distribution defined as:

F (θ, θc, c) = exp(− (θ − θc)
2

2c2
) (2.55)

where θc is the expected value of the tilt angle and c determines the width of the
distribution and is related to the full width at half maximum of the distribution
(FWHM) as:

FWHM = 2
√
2ln2c (2.56)

As the integration is performed from 0 to 180 degrees, the Gaussian distribution
is truncated at 0 as discussed in Chapter 8. Further, we use the term FWHM only
to refer to the full width at half maximum of the symmetric and not truncated
Gaussian that is defined prior to integration over the distribution.

Generally, an arbitrary distribution function can be defined, and by integrating
over this distribution according to equation 2.54 the dependence of the angular
terms on the parameters a⃗ can be investigated.
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3
Experiments

In this chapter, we describe the experimental setups used for the spectroscopic
measurements reported in this thesis: FTIR, pump-probe, 2D-IR, and VSFG - as
well as approaches used for processing and analysis of the spectroscopic data.

3.1 Infrared absorption spectroscopy
The linear infrared absorption spectra were recorded with a commercial Bruker
Vertex 80v Fourier-transform infrared spectrometer with a resolution of 2 cm−1.
To record spectra of liquid samples described in Chapters 4, 5, 7, 8 and solid
MOF-membranes described in Chapter 6, we used the supplied transmission
geometry accessory. The samples containing liquid hydrophilic mixtures were pre-
pared by squeezing a droplet of the material between two circular CaF2 windows
(Crystran) separated by a 10-200 µm thick PTFE spacer. For less hydrophilic mix-
tures such as water/2,6-lutidine mixtures with high lutidine fractions described in
Chapter 4, squeezing is complicated due to the high wettability of CaF2 by hy-
drophobic samples. Therefore, for these samples we used drilled CaF2 windows
(Crystran) and injected the mixtures through the holes in the windows. An empty
cell containing two CaF2 windows identical to the ones used for the samples were
used for background measurements. The spectra were recorded after purging the
sample chamber with nitrogen gas to remove water vapors and CO2 to circumvent
contributions of absorption of these gases to the spectra.

Solid MOF membranes deposited on sapphire substrates were measured as is
and the bare substrate was used for background measurements. The spectra were
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recorded under reduced pressure (∼ 5 hPa) to avoid absorption of water from
the air. To record spectra of powders described in Chapter 6, we used the
supplied Pt/diamond ATR accessory. The spectra were recorded under reduced
pressure and the spectrum of empty sample chamber was used for background
measurements.

3.2 Generation of femtosecond infrared pulses
In all the experimental setups used in the studies presented in this thesis, we used
laser systems based on a Ti:sapphire regenerative amplifier (Coherent) seeded by
the output of a mode-locked Ti:sapphire oscillator (Coherent Mantis). The systems
produce ∼ 35 fs 800 nm pulses with a pulse energy of ∼ 3-6 mJ at a repetition
rate of 1 kHz.

To generate femtosecond infrared pulses, we used home-built and commercial
(Light Conversion) optical parametric amplifiers (OPAs), pumped by the 800 nm
output (ωp = 12500 cm−1) of the laser system. We used the same system to pump
one or two OPAs. A small fraction of the pump (∼ 1%) is sent to a sapphire
plate to generate a white light continuum used as a seed for the optical parametric
amplification process. After that, the seed and another fraction of the ωp beam are
collinearly overlapped in space and time in a birefringent crystal β-barium borate
(BBO). In this process, light around a frequency ωs (signal beam) of the broadband
seed is amplified, and an additional frequency ωi (idler beam) is generated so that
ωi = ωp − ωs. The exact values of ωs and ωi are determined by the phase
matching condition:

niωi = npωp − nsωs (3.1)
By selecting the polarization of light before the crystal and adjusting the angle of

the crystal, we tune the refractive index n experienced by ωp and ωi light between
the ordinary index (no) and extraordinary index (ne) and this way select the

Figure 3.1. Generation of infrared pulses in the two-step optical parametric am-
plification and difference frequency generation processes
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amplified ωs (7000-7500 cm−1) and ωi (5000-5600 cm−1). The created ωs is used
as a seed to repeat the amplification steps one or two times to obtain high-energy
ωs and ωi pulses (150-700 µJ).

The obtained ωs and ωi beams are collinearly overlapped in space and time
in another birefringent crystal silver gallium sulfide (AGS) to obtain the infrared
beam in a difference frequency generation (DFG) process ωIR = ωs − ωi. In this
case, by adjusting the angle of the crystal we tune the refractive index of the ωs

and ωIR light to fulfill the phase-matching condition. The signal and idler beams
are subsequently filtered out using a germanium filter. With this procedure, we
generated the ωIR (1350-2500 cm−1) pulses with a power of ∼3-25 µJ.

3.3 Pump-probe setup
In Figure 3.2 we show a schematic picture of the two-color pump-probe setup.
In the pump-probe experiments described in Chapter 4 we generated infrared
pulses in two home-built OPAs pumped using the output of the laser system split
70/30 in power. The two OPAs generate the excitation and detection pulses,
respectively. In the detection path, we used a two-step parametric amplification
process combined with a DFG stage to generate infrared pulses centered at 2500
cm−1 (4 µm) with a pulse energy of ∼ 3.5 µJ. The frequency of the infrared
pulses corresponds to the center frequency of the OD-stretching vibration of HDO
molecules. In the excitation path, we used a three-step parametric amplification
process combined with a DFG stage to generate infrared pulses with a pulse energy
of ∼ 20 µJ centered at the same frequency as the probe pulses. The output of the
probe OPA is split into two beams by a ZnSe beam splitter: the probe beam and
the reference beam. The probe beam is sent through a motorized delay stage to
control the delay time between the pump and probe pulses.

The schematic of the measurement and detection parts of the setup is shown in
Figure 3.3. The polarization of the pump pulses is set 45◦ with respect to that
of the probe beam using a half-wave plate. The beams are focused in the sample
using a parabolic mirror. While the pump and probe beams are focused in the
same spot, the reference beam passes through the sample at a different position.
The probe light polarized parallel or perpendicular to that of the pump is selected
with a polarizer behind the sample. Subsequently, the beams are recollimated
using a second parabolic mirror, dispersed by a spectrometer and detected with
a liquid nitrogen-cooled 3×32 pixels array mercury-cadmium-telluride (MCT) de-
tector. By mechanical chopping every second pump pulse before the sample, we
compare the absorption of the sample with and without pump pulse excitation,
thus determining the pump-induced absorption change of the probe pulse. By
detecting probe pulses that are polarized parallel and perpendicular to the po-
larization of the pump, we obtain ∆α∥ and ∆α⊥. The reference beam is used
to normalize the probe intensity in order to compensate for pulse-to-pulse power
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Figure 3.2. Principal scheme of the two-color pump-probe setup

Figure 3.3. Schematic picture of measurement and detection parts of the pump-
probe setup
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fluctuations for both ∆α∥ and ∆α⊥. The resulting ∆α is given by:

∆α(ωdetection, t) = −lnIprobe(ωdetection, t)

Iref (ωdetection, t)
+ ln

Iprobe,0(ωdetection, t)

Iref ,0(ωdetection, t)
(3.2)

where the first and the second terms correspond to normalized αpumped and
αunpumped respectively. The samples for the pump-probe experiments are prepared
similarly to the linear infrared absorption experiments in transmission geometry
described in section 3.1

3.4 2D-IR setup
The principal scheme of the 2D-IR setup is shown in Figure 3.4. In the 2D-IR
experiments reported in Chapters 5, 6, we used two commercial OPAs followed
by home-built DFG stages to generate infrared pulses centered at
∼ 1550 cm−1 (6 µm) used for excitation and detection.

In the detection path, the output of the OPA-DFG setup has an energy of 2-
4 µJ. Similarly to the pump-probe setup, the infrared beam is split by a ZnSe
beam splitter into probe and reference beams. The probe beam is sent through a
motorized delay stage to control the delay time between the probe pulse and the
static arm of the excitation pulse pair (see below).

In the excitation path, the output of the OPA-DFG setup has an energy of ∼
20 µJ. The ZnSe wobbler is used to average out interference effects resulting from
scattering of the excitation pulses from the sample. After the wobbler, the output
is sent into a Mach-Zehnder interferometer to obtain a pulse pair with a controlled
mutual delay τ . The pulse pair is used for sample excitation. An interference
pattern of an identical pulse pair is simultaneously recorded with a built-in pyro-
detector and the mutual delay time τ is determined by counting the interference
fringes of an auxiliary HeNe laser, propagating parallel to the copy infrared pulse
pair.81,82 A mechanical chopper is used to optimize the alignment of the setup,
and to calibrate the position of the motorized delay stage of the probe pulse, in
order to determine pump-probe delay t = 0.

In Figure 3.5 we show a schematic picture of the measurement and detection
parts of the 2D-IR setup. The layout is only slightly different from that of the
pump-probe setup, shown in Figure 3.3. In the case of the 2D-IR setup, after
the sample, instead of using a rotating polarizer to select a particular polarization
direction, the probe beam is split into two beams each of which is sent through
a wire-grid polarizer. One of the polarizers is set parallel to the polarization of
the excitation pulses, while the other is set perpendicular to the polarization of
the excitation pulses. The two mutually perpendicularly polarized probe pulses
and the reference pulse are detected by a 3×32 liquid nitrogen-cooled mercury-
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Figure 3.4. Principal scheme of the 2D-IR setup. The inset on the bottom left
shows the beam path for the excitation pulse in the Mach-Zehnder interferometer

Figure 3.5. Schematic picture of the measurement and detection parts of the 2D-
IR setup
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cadmium telluride (MCT) array.
The transient absorption signal is recorded as a function of the probe frequency

ωdetection, the time τ between the two excitation pulses, and the waiting time t be-
tween the probe and the static arm of the interferometer. By performing a Fourier
transform with respect to τ , we obtain the dependence of the transient absorption
changes on the excitation frequency, ∆α(ωdetection,ωexcitation, t). By detecting
probe pulses that are polarized parallel and perpendicular to the polarization of
the pump, ∆α∥(ωdetection,ωexcitation, t) and ∆α⊥(ωdetection,ωexcitation, t) are ob-
tained. The obtained two-dimensional spectra are divided by the pump spectrum
that is determined from the interference pattern and detected by the pyro-detector
of the Mach-Zehnder interferometer. The samples for the 2D-IR experiments are
prepared similarly to the linear infrared absorption experiments in transmission
geometry described in section 3.1

3.5 Analysis of the time-resolved spectroscopic
data

The outcome of the time-resolved spectroscopic measurements is formed by two
data sets - ∆α∥,⊥(ωdetection, t) in case of the pump-probe experiment, and
∆α∥,⊥(ωexcitation,ωdetection, t) in case of the 2D-IR experiment. In the 2D-IR stud-
ies presented in this thesis, we analyzed the relaxation dynamics of diagonal and
cross-peaks which do not show a significant dependence on the precise excitation
frequency within these peaks. Therefore, we averaged certain frequency ranges of
spectra along the excitation axis and thereby averaged out a potential residual de-
pendence on ωexcitation. As a result, the explicit excitation-frequency dependence
of the 2D-IR signals vanishes, and the dimensions of the analyzed data sets are the
same for the pump-probe and 2D-IR experiments. Accordingly, the combinations
of ∆α∥ and ∆α⊥ yielding ∆αiso and R have the same dimensions. Mathemati-
cally, the obtained ∆α and R can be considered as a two-dimensional matrix n×m
where the number of rows n is equal to the number of probed frequencies and m
is equal to the number of probed waiting times. We analyze these data sets with
kinetic models that describe the vibrational relaxation and anisotropy dynamics.

To analyze the vibrational relaxation, we fit ∆αiso(ω, t) with a specific kinetic
vibrational relaxation model. This model usually contains several states, the pop-
ulations of which N(t) are evolving with waiting time t. Each of these states
possesses an associated transient absorption spectrum σ(ωdetection), and together
the states should account for the transient isotropic absorption signal ∆αiso(ω, t)
at all waiting times t. ∆αiso(ω, t) can thus be represented as a matrix product of
a matrix of populations N(t) and a matrix of spectral shapes σ(ωdetection) (further
σ(ω)):
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∆αiso(ω, t) = σ(ω)N(t) (3.3)

The matrix N(t) represents the dynamics of the populations determined by the
rate equations:

d

dt
N(t) = KN(t) (3.4)

where K is the rate matrix determined by the chosen relaxation model. The
solution of the rate equations is given by:

N(t) = V eDtV −1N(0) (3.5)

where D is the diagonal matrix containing the eigenvalues of K, and V is the
matrix composed of the eigenvectors of K. Once the population matrix is known,
the spectral signatures can be retrieved by solving the system of linear equations
defined by equation 3.3 to determine σ(ω).

Commonly, the fitting procedure starts with a computation of N(t) using an
initial approximation for the rate constants. Subsequently, the σ(ω) is determined
by solving the system of linear equations of 3.3 using a linear least-squares method.
The obtained σ(ω) spectra are used to minimize the residuals in a non-linear least-
squares procedure where the rate constants are treated as free parameters:

χ2 =

(∑
i,j ∆αiso(ωi, tj)− σ(ωi)N(tj)

ξ2i,j

)2

(3.6)

where ξi,j is a standard deviation for ∆αiso(ωi, tj). With the thus obtained
rate constants, σ(ω) can be redetermined. By repeating these steps, the set of
rate constants and spectral shapes that provide the best description of the data is
obtained.

Let us consider a parallel decay relaxation scheme as shown in Figure 3.6a. In
this scheme two excited states, denoted as red and blue, relax to a common local
hot state with different relaxation rates. For this model, the rate matrix is given
by:

K =

−kr 0 0
0 −kb 0
kr kb 0

 (3.7)

Here the first two rows of K correspond to the dynamics of the red and blue
excited states, respectively, showing population decay with rate constants kr and
kb. The third row corresponds to the hot state, the population of which increases
proportional to the decaying populations of the two excited states. The initial
populations of the excited states are equal while that of the hot state is 0. Since
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Figure 3.6. a. Parallel decay scheme b. populations dynamics and c. spectral
signatures extracted from the fitting

three states are involved in the dynamics, σ has three columns, and N has three
rows. In Figure 3.6b,c we show the retrieved populations dynamics and spectral
signatures.

Following the determination of the vibrational relaxation model, we can sub-
sequently assume an anisotropy relaxation model for each of the states. Often,
the anisotropy does not show a pronounced frequency dependence, and hence the
dependence on ω can be omitted. The total anisotropy will thus be a population-
weighed sum of state-associated anisotropies:

Rtotal(t) =
∑
i

Ni(t)Ri(t) (3.8)

The state-associated anisotropies can then be retrieved by using the non-linear
least-square procedure described before.

Alternatively, a global fitting can be performed using ∆α∥ and ∆α∥ by mini-
mizing the residuals:

χ2 =

(∑
i,j ∆α∥(ωi, tj , )− σ(ωi)N(tj)(1 + 2R(tj))

ξ2i,j

)2

+

(∑
i,j ∆α∥(ωi, tj , )− σ(ωi)N(tj)(1−R(tj))

ξ2i,j

)2
(3.9)

Using the latter approach, the vibrational relaxation and anisotropy dynamics
can be fit simultaneously.
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Figure 3.7. Principal scheme of the HD-VSFG setup. The laser fundamental
frequency coincides with ωvis. The inset on the right bottom shows the geometry of
the pulse shaper, the dashed arrows correspond to the direction of the incoming ωvis

beam depicted as semi-transparent, while the solid arrows represent the direction of
the spectrally narrow beam depicted opaque

3.6 HD-VSFG experiment
In Figure 3.7 we show the principal scheme of the HD-VSFG setup. In the exper-
iment, the output of the amplifier is split into two parts. The first part is sent
to a pulse-shaper in order to generate a spectrally narrow (∼ 20 cm−1) 800 nm
pulse (ωvis). The bandwidth can be controlled by adjusting the width of the slit
of the pulse shaper. The second part of the output is sent to a commercial opti-
cal parametric amplifier and difference-frequency mixing stage (Light Conversion
HE-TOPAS) to generate infrared pulses centered at ∼ 1550 cm−1 (ωIR) with a
spectral width of ∼ 400 cm−1.

The laser and the parametric generation device deliver s-polarized ωvis and p-
polarized ωIR light, respectively. We perform measurements in SSP and SPS
polarization combinations, where the notation SS(P)P(S) refers to S-polarized
light at ωSFG, S(P)-polarized light at ωvis, and P(S)-polarized light at ωIR. The
energies of the ωvis and ωIR pulses are ∼20 µJ and ∼15 µJ, respectively.

In Figure 3.8 we show a schematic picture of the measurement and detection
compartments of the HD-VSFG setup. The ωvis and ωIR beams are focused and
overlapped on the surface of a gold mirror to generate a local oscillator sum-
frequency generation signal (LO-SFG, ωSFG = ωvis + ωIR). The LO-SFG light is
sent through a 1 mm thick silica plate to delay it by ∼1.6 ps with respect to the
ωvis and ωIR beams. All the beams are refocused on the sample surface, where the
ωvis and ωIR beams generate the sample sum-frequency generation signal. The
sample SFG and the LO-SFG are then sent to a spectrometer and their intensity is
detected frequency-resolved by a thermoelectrically cooled charged-coupled device
(CCD, Princeton Instruments). The sample SFG and the LO-SFG interfere and
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Figure 3.8. Schematic of the sample and detection compartments of the HD-VSFG
setup

form an interference pattern. The real and imaginary parts of the χ(2) spectrum of
the sample are extracted by Fourier filtering, as shown in Figure 3.9. All samples
studied in this thesis are prepared by placing 4 ml of a solution in a Teflon Petri
dish with a diameter of ∼ 4 cm. It is important to put a sufficient sample volume
in a Petri dish to avoid significant curvature of the surface. The sample spectra
are obtained by averaging five scans with an acquisition time of 120 s for each
scan.

To correct the measured spectra for their dependence on the intensity spectrum
of the IR pulse, we divide the sample spectra by SFG spectra measured with a
reference z-cut α-quartz instead of the sample. The height of the α-quartz sur-
face is carefully adjusted to that of the sample surface, to minimize the error in
determining the phase of the sample SFG signal. We use the same normalization
procedure for spectra collected in SSP and SPS polarization combinations. Since
the quartz sum-frequency signals are very close in these polarization combina-
tions,83 the amplitudes of the SSP and SPS χ(2) spectra are determined only by
sample properties.

In the 1300 - 1650 cm−1 frequency region a strong etalon effect occurs in the
CCD camera, which can significantly distort the spectra. This effect is corrected
by taking two reference spectra from the quartz crystal. The phases of the two
spectra differ by 180◦, which is achieved by rotating the quartz crystal by 180◦
around its z-axis. Because of the phase difference, the addition of the two spectra
yields the subtraction of the quartz sum-frequency signals and the result is thus
the sum of the LO-SFG signals and the structural noise induced by the etalon
effect. The structural noise can then be eliminated from the measured sample
spectrum by dividing this spectrum by the sum of the two reference spectra, prior
to Fourier filtering. The details of this correction procedure have been reported
before.84–86 The final χ(2) spectra are given as:
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Figure 3.9. a. Example of a raw heterodyne-detected SFG spectrum b. Fourier
transform of the raw heterodyne-detected SFG spectrum corrected for structural
noise c. Im[χ(2)] spectrum obtained after Fourier filtering and normalization with
respect to quartz reference

S =
χ
(2)
sample · eiφ

iχ
(2)
quartz

(3.10)

In this expression, i appears as a factor in the denominator to account for the
theoretical phase difference of π/2 between the sum-frequency signals originating
from the quartz bulk and the sample surface.87 The experimentally determined
phase can contain a small error.88 For that reason, an additional phase correc-
tion of φ = π/20 − π/10 is sometimes applied by multiplying the spectrum with
the complex exponential term in the numerator. The phase uncertainty of the
experiments, therefore, does not exceed π/10 (∼20◦).

3.7 Preparation and characterization of UiO-66
polycrystalline membranes

In Chapter 6 we describe 2D-IR spectroscopy on UiO-66 polycrystalline mem-
branes grown on c-sapphire substrates. Here we describe the sample preparation
procedure used in this study.

We have cut optical grade sapphire wafers (Siegert Wafer, C-plane cut, 0.7 mm
thick) with a diamond cutter (AMOLF) in 1×1 cm plates. Zirconium tetrachloride
(ZrCl4, Sigma Aldrich anhydrous for synthesis), 1,4-benzenedicarboxylic (tereph-
thalic) acid (BDCH2, Aldrich, 98%), N,N-dimethylformamide (DMF, Sigma-Aldrich,
≥ 99.8%) and acetic acid (AcOH, Sigma-Aldrich ≥ 99.8%) were used as received.
ZrCl4 was constantly stored in a glove box purged with dry air to avoid hydrolysis
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of the salt.
We prepared the samples in a single-step anhydrous acidified solvothermal pro-

cess. Before each synthesis, the plates have been thoroughly wiped with cotton
wool wet with acetone and then sonicated in ethanol for 5 minutes followed by 20
min treatment in a UV-ozone cleaner. After that, the plates were placed in a Teflon
sample holder (AMOLF) which was placed in a Teflon beaker of the 23 ml acid
digest vessel (Parr instruments). To prepare the reaction mixture, we separately
dissolved ZrCl4 and BDCH2 in DMF and sonicated the solutions for 5 minutes.
After that, the solutions were combined, AcOH was added and the mixture was
again sonicated for 10 minutes. The resulting solution contains the reactants with
the following molar ratios: ZrCl4:BDCH2:AcOH:DMF = 1:1:200:400. The solution
was after that combined with the clean sapphire plates in the Teflon beaker. We
aimed for keeping the sapphire plates on air as short as possible before starting
the reaction.

After combining the reactants, the reaction vessel was sealed and kept in the
oven at 120◦C for 24h. Then the vessel was taken out and cooled down in a water
bath. The resulting polycrystalline UiO-66 membranes grown on both sides of the
sapphire plates were extracted and purified by consecutive immersion in DMF(1x),
water(2x), ethanol (1x) and dried at 50◦C. In the spectroscopic experiments, we
used only the UiO-66 sample at one side of the sapphire plate and the sample
at the other side of the sapphire plate was mechanically removed since the light
penetration depth does not allow to excite the samples on both sides of the sapphire
plate.

To characterize the sample the remaining reaction mixture was transferred to
a 15 ml Falcon tube and put in a centrifuge to extract the remaining UiO-66
powder. The precipitate was isolated by mechanical supernatant removal. The
precipitate was further mixed with 10 ml of fresh DMF for washing the powder
and centrifuged again. The process was repeated using consecutively 10 ml of
water(2x) and ethanol (1x) for removing the unreacted species and the solvent.
Finally, the powder was transferred to a clean vial and dried at 50◦C. The extracted
powder was used only for characterization purposes.

To confirm the crystal structure of the prepared membranes, we measured X-ray
diffraction patterns with a commercial Bruker D2 Phaser diffractometer using the
Cu Kα radiation.

We determined the sample thickness with profilometry measurements using KLA
Tencor P-7 Stylus Profiler in the AMOLF Nanolab Amsterdam. We made a thin
trench on a polycrystalline membrane with a surgical blade and scanned a line of
500 µm length crossing the trench. The trench depth represents the membrane
thickness.

To quantify the density of defects in the UiO-66 membranes we performed a
thermogravimetric analysis (TGA) of the powder samples. In this method, a
sample is heated while continuously monitoring the sample weight to obtain the
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dependence of sample mass on temperature called a thermogravimetric curve. Due
to the heating, physical and chemical processes in the sample lead to mass loss.
At lower temperatures, the mass loss is due to the desorption of the compounds
such as water and DMF absorbed in sample pores. At higher temperatures, the
mass loss is due to the decomposition of the MOF linkers and metal-oxo clusters.
Given the initial mass, final mass, and the stoichiometry of the product of the
thermal decomposition the initial stoichiometry can be retrieved. The details of the
determination can be found in the previous UiO-66 study.89 We further assumed
that the stoichiometry of the membranes deposited on the substrate is the same as
in the powder material since they originate from the same reaction mixture. We
performed the analysis using a NETZSCH Jupiter STA 449F3 instrument under
argon flow (20 mL/min). The samples are heated in aluminium oxide crucible
from 35 °C to 700 °C at a rate of 5 K/min. We did a reference measurement in
identical conditions with empty crucibles to correct for potential artifacts.
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4
Confined Water Molecules in Binary
Mixtures of Water and 2,6-Lutidine

Near Lower Solution Critical
Temperature∗

We study the concentration and temperature dependence of the reorientation dy-
namics of water molecules in binary mixtures of water and 2,6-lutidine below the
lower solution critical temperature (LSCT) with femtosecond mid-infrared pump-
probe spectroscopy. The measurements reveal the presence of water molecules
interacting both with the hydrophobic groups of lutidine and forming a hydrogen
bond with the nitrogen atom of lutidine. Both types of molecules show a strongly
decreased rotational mobility in comparison to bulk water. From the temperature
dependence of the slow water fraction, we conclude that the lutidine molecules form
clusters that decrease in size when the temperature is decreased further below the
LSCT.

∗This chapter is based on: Alexander A. Korotkevich and Huib J. Bakker Confined Water Molecules
in Binary Mixtures of Water and 2,6-Lutidine Near Lower Solution Critical Temperature, J. Phys.
Chem. B 2021, 125, 287-296.
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4.1 Introduction
Amphiphilic molecules contain both polar (hydrophilic) and apolar (hydropho-
bic) moieties, which leads to competitive behavior in aqueous solutions of these
compounds. This competition drives the rearrangement of amphiphilic molecules
in order to realize the interactions favorable for both the hydrophobic and hy-
drophilic parts. Macroscopically these rearrangements involve a delicate balance
of the entropy and the enthalpy of the system leading to the existence of critical
phenomena such as phase separation. Depending on the chemical and physical
parameters (composition, temperature, pressure etc.) a homogeneous liquid mix-
ture can thus reversibly separate into solute- and solvent-rich phases. This type
of phase separation is ubiquitous and takes place in a broad range of systems.
Recently, several studies have been reported on the role of liquid-liquid phase
separations in drug delivery,90 living cell processes (including pathological),91,92
atmospheric chemistry93,94.

The phase diagram of a liquid mixture in temperature (T) – solute mole fraction
(X) coordinates, represents whether the compounds are miscible or not. These
phase diagrams can include both lower and higher solution critical temperatures
– LSCT and HSCT, respectively. By definition, below the LSCT and above the
HSCT the compounds are fully miscible. While the existence of a HSCT is quite
common for binary mixtures, the existence of an LSCT for aqueous solutions is
limited to a few classes of organic molecules and polymers. The aqueous solutions
of compounds as tetrahydrofuran, trimethylamine and isobutyric acid, which are
commonly used in organic synthesis, show an LSCT.26,95,96 Other examples include
amphiphilic polymers and ionic liquids.97–99

Pyridine derivatives form a class of amphiphilic compounds the solvation proper-
ties of which strongly differ from their non-polar analogs. The homoarene benzene
(C6H6) and the simplest heteroarene pyridine (C5H5N) differ only by the pres-
ence of a polar N atom in the structure of the latter instead of a =CH– group
in the structure of the former. However, pyridine is miscible with water at any
ratio at all temperatures,100 while benzene is only weakly soluble in water101. The
formation of OH· · ·N hydrogen bonds favors miscibility and the hydrophobic in-
teractions involving the weakly polar hydrocarbon core favor demixing.102–104 The
aggregation of solute molecules driven by hydrophobic interactions can lead to the
formation of molecular clusters with sizes up to several nm.105–108 Interestingly,
very subtle changes in the molecular structure of pyridine derivatives lead to a sig-
nificant change in the phase diagram of its aqueous solution. Even a change of the
position of an alkyl substituent in the pyridine ring significantly influences its mix-
ing/demixing behavior.102,103,105 Overall, a broad range of pyridine-like compounds
including a natural alkaloid nicotine, show an LSCT in aqueous mixtures.109

A mixture of 2,6-lutidine (2,6-dimethylpyridine, lutidine) and water demon-
strates a closed-loop phase diagram.110,111 In Figure 4.1a we show a part of the

48



4.2 Experiments

phase diagram of the 2,6-lutidine/water mixture near the LSCT. In this mixtures,
LSCT ≈ 307K at X ≈ 0.062 and the composition range in which the compounds
show demixing behavior is approximately 0.01 ≤ X ≤ 0.3 in between the LSCT and
HSCT. Interestingly, the phase diagram also depends on the isotopic composition
of the water molecules and the concentration of electrolytes, both illustrating a
delicate competition of intermolecular interactions in the system.102,104,110,112 The
study of the molecular properties of 2,6-lutidine/water mixtures is of strong gen-
eral interest. These mixtures have recently been used in liquid templating of the
aggregation of colloidal particles via bicontinuous Pickering emulsion formation.113
A commercially important process dependent on the mixing properties with water
is the transformation of alkyl pyridines to the corresponding N-oxides.114 It is also
worth noticing that in spite of the simplicity of this system, the molecular struc-
ture of 2,6-lutidine is close to the structures of pyrimidine and purine nucleobases
which are present in aqueous environment in living cells forming nucleic acids such
as DNA and RNA.

In this work, we use polarization-resolved femtosecond infrared pump-probe
spectroscopy to study the concentration and temperature dependence of the struc-
tural and dynamical properties of water molecules solvating 2,6-lutidine. This
method has been successfully applied to the study of the hydration of small or-
ganic molecules25,115,116 and (bio)polymers117–120. Because of the high sensitivity
of molecular vibrations to their chemical environment, this technique is capable
of providing unique information on the solvation structure. In our experiments,
we observe different water species showing different reorientational dynamics and
vibrational relaxation rates. We use the obtained results to explain the molecular
events accompanying the phase separation of 2,6-lutidine/water mixtures near the
LSCT.

4.2 Experiments
2,6-Lutidine (redistilled, 99%+) was purchased from Sigma Aldrich and was used
as received. Isotopically diluted water was prepared by mixing deionized water
(Millipore) with D2O (Sigma Aldrich, 99.9% D atoms) to produce a 4 molar %
solution of HDO in H2O. We find that the isotopic dilution of H2O by adding
2 molar % D2O does not significantly perturb the phase diagram of water/luti-
dine. The isotopically diluted water was mixed with an appropriate amount of the
lutidine to obtain a molar fraction X of the solute of 0.02-0.75%

The experimental setups as well as the preparation of samples for infrared ab-
sorption and pump-probe measurements are described in sections 3.1, 3.2, and
3.3.
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Figure 4.1. a. Phase diagram of 2,6-lutidine/water mixtures near the lower so-
lution critical temperature (LSCT). The inset in the right bottom corner shows
the structural formula of 2,6-lutidine, the black, blue and white spheres represent
carbon, nitrogen and hydrogen atoms, respectively; b. Linear absorption spectra
corresponding to the OD-stretch absorption band in water/lutidine mixtures, X
shows the molar fraction of lutidine

4.3 Concentration dependence

4.3.1 Linear infrared absorption spectra
In Figure 4.1b we present infrared absorption spectra of the 2,6-lutidine/water
mixtures in the frequency region of the OD stretch vibration of HDO. The OD-
stretch absorption band of the HDO molecules overlaps with other bands assigned
to H2O and lutidine. To accurately extract the OD-stretch absorption band line
shape from the raw linear infrared absorption spectrum, we used the subtraction
procedure described in section 4.7. Increasing the solute concentration leads to an
ingrowth of a shoulder in the red wing of the spectrum. This shoulder indicates an
increased fraction of water (HDO) molecules that form stronger hydrogen bonds
than the average hydrogen bond in liquid water. We assign this increasing low-
frequency shoulder to the formation of OD···N hydrogen bonds, since the pyridine-
type nitrogen atom of lutidine is an excellent hydrogen bond acceptor104,105,121, 2,6-
lutidine acts as a weak base (conjugated acid pKa = 6.6) in aqueous solutions122.

4.3.2 Isotropic transient absorption
In Figure 4.2 we present isotropic transient absorption spectra (∆αiso) for solute
fractions X = 0.02 and X = 0.3 systems. At early delay times, a negative transient
absorption signal around 2500 cm−1 is observed corresponding to the bleaching of
the ground state and stimulated emission (v = 1↔ 0) of the OD-stretch vibrations.
The positive signal at lower frequencies corresponds to the induced v = 1 → 2
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4.3 Concentration dependence

Figure 4.2. Isotropic transient absorption spectra for a. X = 0.02 and b. X = 0.3
lutidine/water mixtures. Points represent experimental values; solid lines represent
the fit using the kinetic model described in the text

excited-state absorption. Due to vibrational energy relaxation, (∆αiso) decreases
with delay time at all frequencies. At longer delay times the transient spectrum
looks similar to the thermal difference spectrum of the OD-stretch absorption band
(the difference of the absorption spectra measured at room temperature and at an
elevated temperature). However, although the spectral shape looks similar to a
thermal difference spectrum, we observe ongoing dynamics of the amplitude of the
transient absorption signal, even after a relatively long delay time of 9 ps. This
type of long delay time dynamics has been observed before for solutions of organic
molecules in water, and indicates that the complete equilibration of the system is
delayed with respect to the relaxation of the excited vibrational state.69,123 The
long delay time dynamics may be due to a repositioning of the molecules in the
solution, e.g. associated with a change of the size and distribution of clusters. No
further signal evolution is observed after ∼ 25 ps delay time for all solute fractions,
meaning that at those delay times, complete thermal equilibrium is reached within
the excited volume.

A careful analysis of the transient spectra obtained for X > 0.06 reveals a blue
shift of the frequency position of the maximum of the transient absorption signal
with increasing delay time. This can be clearly seen by comparing for instance
the signal at ≈ 0.4 ps and at 2 ps for X = 0.3 (Figure 4.2b). This observation
implies that the vibrational relaxation time (T1 = 1/k) is frequency-dependent for
solutions with a higher solute fraction X.

To account for the frequency dependence of the relaxation rate, we apply a
kinetic relaxation model in which two excited states relax to a common state which
we designate as “local hot state” (see following section). The relaxation dynamics
is characterized by time constants T1r and T1b for the low-frequency component
and for the high-frequency component, respectively (Figure 4.3a). The initial
populations of the two excited states were kept equal and their spectral shapes
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Figure 4.3. a. Representation of the kinetic model applied for the description of
the vibrational energy relaxation b. Spectral shapes of the two decomposed bands
extracted from an unconstrained fit of the data of the X = 0.3 mixture c. Vibrational
relaxation time constants as a function of the solute fraction X at 295K. The time
constants are extracted from the unconstrained fits, the dashed lines are guides to
an eye.

(including the amplitudes) were varied without constraints. A similar model has
been applied to the description of the vibrational energy relaxation dynamics in
water/DMSO and water/acetone mixtures.25 A more detailed description of the
modeling approach can be found in ref.25 and section 3.5.

We have applied this kinetic scheme to analyze the data obtained for all com-
positions. The two spectral shapes extracted from the fit for X = 0.3 mixture are
presented in Figure 4.3b. Both spectra show bleaching and induced absorption
signals. Figure 4.3c displays the time constants extracted from the fits for differ-
ent mixtures. It is seen that the relaxation time constants increase with increasing
lutidine concentration. T1r increases from 1 ± 0.2 ps at X = 0.02 to 2 ± 0.3 ps
at X = 0.75. T1r changes from 2 ± 0.3 ps at X=0.02 to 5.3 ± 0.5 ps at X=0.75.

4.3.3 Anisotropy dynamics
The transient absorption signal contains both contributions from the excited OD
vibrations and a contribution of the state that is created after the relaxation, where
the latter contributions will increase with increasing delay time. In the past, such
final state has been denoted as “hot ground state”, representing a state in which
the excitation energy has thermally equilibrated over the excited volume. Hence,
this state is expected to be isotropic. To determine the delay time dependence
of the anisotropy of the signal of the excited OD oscillators, the observed total
absorption signal has to be corrected for the response following the relaxation of
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Figure 4.4. a. ∆α∥ and ∆α⊥ dynamics for X=0.3 at delay times >3 ps at
the center of the bleach. The points represent the experimental results. The lines
represent fits obtained with the model described in the text. b. Anisotropy dynamics
measured for different concentrations of 2,6-lutidine at the center of the ground state
bleach. All curves are normalized to the anisotropy value at 0.4 ps

these oscillators.25,70,117,123 In Figure 4.4 it is seen that the assumption that the
state created after the vibrational relaxation would be isotropic leads to significant
differences between the curves calculated with the relaxation model (dashed lines)
and the data. This assumption can even lead to a divergence of the corrected
anisotropy (Figure 4.7). In Figure 4.4b, it is seen that for X ≥ 0.15 the anisotropy
that is constructed directly from the measured ∆α∥ and ∆α⊥ does not completely
relax even at delay times >9 ps. For X = 0.3 at 9 ps delay time, ∼ 20% of the
initial anisotropy is conserved while no more than 5% of the initial excited OD
population is left, and the transient absorption signal is clearly dominated by the
end-level signal. Hence, we conclude that the state reached after the vibrational
relaxation corresponds to an anisotropic distribution of relaxation-affected OD
oscillators that remains present long after the vibrational relaxation. This indicates
that the energy that is dissipated in the vibrational relaxation primarily affects
the originally excited OD-oscillator, i.e. remains local. Since the spectral shape
corresponding to this state is still very close to that of the thermal difference
spectrum and only shows subtle amplitude dynamics, we designate this state as
”local hot state”.

The transient absorption signal associated with the local hot state will be
anisotropic when a few conditions are met. The first condition is that the reorien-
tation of the water molecules is slower than the vibrational relaxation, i.e. after the
excitation energy is transferred into heat, the orientation of the originally excited
molecule is not yet randomized. This condition is fulfilled for water molecules that
are slowly reorienting due to their interaction with the hydrophobic or hydrophilic
parts of the lutidine molecules. The reorientation of these molecules will also re-
main slow after the vibrational relaxation, i.e. when they give rise to the transient
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absorption signal of the local hot state. A second important condition for the local
hot state to be anisotropic is that the heating effect following the relaxation of
the OD vibration has little effect on OD vibrations that were not excited. This
condition is fulfilled if the equilibration of heat between excited and non-excited
oscillators is slow, which will be the case if the OD oscillators are well separated
and the heat diffusion is not very fast. This second condition is largely fulfilled
by the isotopic dilution of the sample, which implies that the concentration of OD
groups is much lower than the overall water concentration in the mixture. The
separation of the OD groups will be further enhanced as a result of clustering of
the lutidine/water mixture, which implies that small clusters or monomers of wa-
ter molecules are embedded by lutidine molecules and thus separated from other
water clusters.

To account for the anisotropy of the local hot state, we fit the experimentally
observed ∆α∥ and ∆α⊥, with a combination of ∆αiso,i, and anisotropy (Ri) values
associated with each of the two excited states and the local hot state using the
global minimization approach described in section 3.5.

Given the spectral shapes and relaxation rates, only the Ri values need to be
fitted in this routine. We assign an identical delay-time dependent anisotropy to
each of the two excited states:

R(t) = R0e
−t/τbulk +Rslow, (4.1)

where the value (R0) represents the fraction of bulk-like water molecules with the
corresponding bulk reorientation time constant τbulk, and the offset (Rslow) – the
fraction of slowly relaxing water molecules, for which the orientational relaxation
is negligible within the accessible delay-time window of the experiment.

To describe the anisotropy of the local hot state, we used an approach akin
to the one used by Rezus et. al.69 In this approach the hot state partly inher-
its the anisotropic distribution of the excited OD-groups. As the bulk-like water
molecules show a fast reorientation, also after their reorientation, we only consider
the slow water molecules in describing the transfer of anisotropy from the excited
OD vibration to the local hot state. We also assume that the anisotropy of the
local hot state does not show a significant decay within the probed delay-time
range. Additionally, we do not account for the heat diffusion from the excited
volume which happens on a much longer time scale of microseconds and is thus
not observed within the accessible experimental delay-time range. Under these as-
sumptions the anisotropy of the local hot state can be described with the following
simple expression (see section 4.7):

Rh = a ·Rslow (4.2)

Here Rh is the anisotropy of the local hot state, and a is a fraction of the
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Figure 4.5. Parameters extracted from the fitting of the anisotropy dynamics of
Figure 4.4. a. Fraction of slow water as a function of the fraction of 2,6-lutidine;
b. Number of slow water molecules per 2,6-lutidine molecule as a function of the
fraction of 2,6-lutidine; c. Fraction of the anisotropy (a) inherited by the local hot
state as a function of the fraction of 2,6-lutidine; the dashed lines are guides to an
eye.

anisotropy inherited. As can be clearly seen in Figure 4.4, accounting for the local
hot state anisotropy leads to a significant improvement of the data description
(solid line).

In Figure 4.5 we show the parameters derived from the fit as a function of the
lutidine concentration. Figure 4.5a represents the fraction of slow water molecules
extracted from the fit. As can be seen, this fraction increases with increasing solute
concentration until X = 0.3. At X = 0.3 the slow water fraction saturates at a value
of ≈ 0.7. In Figure 4.5b we show the number of slow water molecules per lutidine
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molecule. At low solute fractions, on average 6 water OD-groups are slowed down
per lutidine molecule. Since the hydrophobic part of lutidine has a much higher
volume than its hydrophilic part, it is most likely that at low solute content, the
fraction of slow water molecules is dominated by water molecules that are slowed
down as a result of their interaction with the methyl groups and the aromatic ring
of lutidine. It has been shown before70 that hydrophobic hydration can lead to
the slowing down of the reorientation of up to 4 water hydroxyl groups per methyl
group. Increasing the concentration leads to a gradual decrease in the number of
slow water OD-groups per lutidine molecule. Dilution of water with lutidine leads
to an overall lower number of water molecules per lutidine molecule. Apart from
that, when the concentration is increased, the lutidine molecules will cluster due
to the aggregation of their hydrophobic parts. As a result, water molecules will
be expelled leading to a decrease of the number of slow water hydroxyl groups per
lutidine molecule. It is to be expected that even at high concentrations, water will
remain interacting with the hydrophilic part of lutidine. Each lutidine molecule
can create one strong OH(OD)· · ·N bond. Noticing the significant broadening
of the shoulder in the red wing of the linear spectrum (Figure 4.1), it thus seems
likely that at high solute concentration, most of the remaining slow water hydroxyl
groups are slowed down because of their interaction with the nitrogen atom of
lutidine.

In Figure 4.5c we show the fraction a of the anisotropy inherited by the local
hot state as a function of the lutidine fraction. At low lutidine fractions, the data
can be well described assuming that the local hot state is isotropic (a = 0). For
X ≥ 0.15, a has a significant non-zero value and increases with increasing lutidine
fraction.

4.4 Temperature-induced changes in structure and
dynamics

We studied the temperature dependence of the anisotropy dynamics at three lu-
tidine/water compositions: lower than the critical (X = 0.02), around the critical
(X = 0.062), and higher than the critical concentration of 2,6-lutidine (X = 0.2).
For all compositions, we observe little acceleration in the vibrational relaxation
upon decreasing the temperature (Figure 4.8). This finding is in good agree-
ment with previously reported results for aqueous solutions of small amphiphilic
molecules, that showed no change in the relaxation rate124 or only a small ac-
celeration when the temperature is decreased125. The anisotropy dynamics were
analyzed by fitting ∆α∥ and ∆α⊥ according to the procedure described in the
previous section. The values of the bulk reorientation time constant τbulk at dif-
ferent temperatures are calculated with an Arrhenius equation, using an activation
energy Ea of 16.5 kJ/mol, and a prefactor A of 332.7. These values are obtained
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Figure 4.6. a. Temperature dependencies of the fraction of slow water molecules
and b. the fraction of the inherited anisotropy, dashed lines are the guide to an eye

from a previous study of water interacting with amphiphilic molecules.125
The most pronounced effect induced by decreasing the temperature is the in-

crease of the slow water fraction. This effect is very clear for X = 0.2: when the
temperature is decreased from 313 K to 275 K, an increase of Rslow by 50% is
observed. For lower solute fractions this effect is less pronounced (∼ 15-20%). The
value of a shows no significant temperature dependence and equals ∼ 0.1 for X =
0.2 (Figure 4.6b).

4.5 Discussion
A striking observation in the linear IR absorption spectrum is the rise of a shoulder
in the red wing of the O-D stretch absorption band with increasing lutidine con-
centration. This shoulder results from the formation of a strong OD· · ·N hydrogen
bond between HDO and the sp2-hybridized N atom of the pyridine ring of lutidine.
This observation is in good agreement with previous theoretical work.103,126 This
situation is very similar to that of the TMAO/water system in which a highly par-
tially charged O atom is present.123 In contrast, for tetramethyl urea, DMSO and
acetone, the oxygen atoms have a weaker affinity to water hydrogen atoms.25,70

We find that the vibrational relaxation of the O-D stretch vibrations of the
water-lutidine mixtures can be well-modeled with two O-D stretch absorption
bands with different vibrational relaxation rates. These two bands account for the
fact that water-lutidine mixtures contain a broad distribution of hydrogen-bond
strengths, and that vibrational relaxation proceeds faster for strongly hydrogen-
bonded HDOmolecules (with low OD-stretch frequencies) than for weakly hydrogen-
bonded HDOmolecules (with high OD-stretch frequencies). A frequency-dependent
relaxation rate has been observed before for DMSO/water, acetone/water and
TMAO/water.25,123 In all these cases vibrational relaxation proceeds faster in the
red wing of the spectrum than in the blue.

Increasing the fraction of 2,6-lutidine leads to a deceleration of the vibrational re-
laxation at all frequencies. We attribute this effect to a disruption of the hydrogen

57



Confined water molecules in water/lutidine mixtures

bond network by lutidine. With increasing lutidine concentration the fraction of
water molecules forming hydrogen bonds with the solute increases, but the average
amount of hydrogen bonds per water molecules decreases. A similar deceleration
with increasing solute concentration has been observed for aqueous solutions of
tetramethyl urea, DMSO and acetone. Interestingly, for the TMAO/water system
no significant concentration dependence of the vibrational relaxation rate was ob-
served, but in this case the range over which the solute fraction was varied was
limited by ∼ 0.15.

We observe that the fraction of slowly reorienting water molecules, as expressed
by the parameter Rslow, increases with increasing concentration of 2,6-lutidine.
This growth of Rslow follows from the increases of both the fraction of water in-
teracting with the hydrophobic groups of lutidine25,70 and the fraction of water
molecules forming a hydrogen bond with the nitrogen atom of lutidine, the latter
is evidenced by the rise of the red-shifted shoulder in the IR absorption spec-
trum.25,123 These different types of solvating water molecules represent a broad
distribution of hydrogen-bond strengths, and as both types contribute to the slow
water fraction, the anisotropy of the excited OD oscillators shows very little fre-
quency dependence. As a result, Rslow has the same value for the two absorption
bands that we use to model the transient OD absorption spectrum. The notion
that both the hydrophobic hydrating water molecules and the water molecules
hydrogen-bonded to the N atom, contribute to the slow water fraction agrees
with the findings of previous theoretical work, nuclear magnetic resonance127 and
small-angle scattering105,106,108 studies of mixtures of water and different pyridine
derivatives. In these studies, it was shown that water molecules interact with all
hydrogen atoms and the nitrogen atom of lutidine. In previous theoretical studies,
various hydration structures of lutidine have been reported.102–104,127 It is worth
noting that a water molecule can potentially coordinate two lutidine molecules.
Such a molecular configuration in which a water molecule interacts with two luti-
dine molecules is expected to have even more constrained rotational mobility than
1:1 complexes, since in such a configuration also the rotation around the OD· · ·N
hydrogen bond would be suppressed due to the interaction with the second lutidine
molecule.

An interesting observation is that the local hot state that results from the vi-
brational relaxation is anisotropic, which implies that a significant fraction of the
heat-affected water molecules is slowly reorienting and sufficiently isolated from
other water molecules to avoid equilibration of the heating effect due to heat diffu-
sion within the time range of our experiment. The anisotropy of the local hot state
is determined by the slow water fraction Rslow and the parameter a that represents
the transfer of this anisotropy to the local hot state, following relaxation of the
OD stretch vibration. If the anisotropy would be completely retained, a would be
equal to 1. There are several reasons why a is smaller than 1. In the first place,
the fast local dumping of heat by the relaxation of the OD-stretch vibration likely
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temporarily speeds up the reorientation, leading to a partial depolarization of the
subsequent heating effect. Second, even though the water is isotopically diluted
and the mixture will show microstructuring, i.e. clustering effects, for some of
the excited OD groups the dissipated heat will still affect other, not excited OD
groups that happen to be nearby and that have a random orientation, which will
decrease the anisotropy of the heating effect. Finally, in the modeling we assumed
the anisotropy of the local hot state to be time-independent to limit the number
of free parameters. If this anisotropy does in fact decay on a time-scale of tens
of picoseconds, either because of reorientation of the heat-affected OD group or
because of heat diffusion, this will lead to a lower optimally fitted value of the
parameter a.

We observe that the parameter a increases with increasing lutidine fraction as
a result of several effects. In the first place, water molecules will become more
isolated when the lutidine fraction increases. Hydrophobic clustering of lutidine
molecules102,128,129 has been observed for 2,6-lutidine/water and similar systems
in the vicinity of the LSCT, and those clusters were reported to vary in size be-
tween 0.5 and 4 nm.105–108 According to ultrasound absorption experiments, the
lifetime of these aggregates is on the order of nanoseconds.105 Hence within the
experimentally probed time window, the water molecules will remain enclosed by
lutidine molecules. With increasing lutidine concentration, the number of water
molecules in the water clusters enclosed by the lutidine aggregates will decrease
and the average distance between the clusters will increase. Both effects will di-
minish the spreading of the heating effect to other, not excited OD vibrations,
following the relaxation of an excited OD vibration, and thus increase the value of
the parameter a. A second reason that a increases with increasing lutidine frac-
tion is that the reorientation of slow water molecules becomes even slower. The
accessible time window of our fs-IR experiment does not allow for a quantification
of this further slowing-down, but dielectric relaxation measurements have shown
that the reorientation of water molecules near hydrophobic groups becomes slower
when the concentration of hydrophobic groups increases,130 probably as a result of
a crowding effect. In addition, with increasing lutidine concentration the relative
contribution of the water molecules forming a hydrogen bond to the N atom of
lutidine will increase. These water molecules are likely even more slowly reori-
enting than water molecules near hydrophobic groups due to strong interaction
with nitrogen. The enhanced contribution of the N-bonded water molecules to the
slow water fraction will thus lead to an average slowing down of the reorientation,
which increases the value of a.

A decrease of the temperature is observed to lead to an increase of Rslow that
comprises both water molecules hydrating the hydrophobic groups of lutidine and
water molecules that form a hydrogen bond to the nitrogen atom of lutidine. As the
latter hydrogen bond is quite strong, we expect it to be formed at all temperatures,
and thus we do not expect a strong change in the density of these hydrogen bonds
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with temperature. Hence, the observed increase of the slow water fraction with
decreasing temperature (∼ 50% for X = 0.2) likely originates from the increased
fraction of water molecules hydrating the hydrophobic groups of the solute. This
indicates that the size of the lutidine clusters decreases with decreasing tempera-
ture, thus leading to an increase of the total hydrophobic surface that is exposed
to water. According to small-angle neutron scattering (SANS) experiments,105 the
size of the heterogeneities formed in a 2,6-lutidine/water system is weakly depen-
dent on temperature, but the probed temperature range in this study was limited
to only 7 K lower than the LSCT. In the same study, a significant decrease of
the sizes of the heterogeneities was observed for 2-methylpyridine/water mixtures
when this mixture was cooled to 40 K below the LSCT. Like 2,6-lutidine/water, 2-
methylpyridine/water also possesses a closed-loop phase diagram and the structure
of the solute closely resembles that of 2,6-lutidine. In the present study samples
were cooled down to 30 K below LSCT, thus making it highly probable that the
cluster size decreases, leading to an increase of the hydrophobic surface exposed
to water, and thus of Rslow.

An interesting observation is that in contrast to Rslow, the parameter a does
not show a significant temperature dependence, which can be explained by the
presence of a few counteracting effects. With decreasing temperature, the reori-
entational dynamics of OD groups normally would become slower, which would
lead to an increase of the value of a. However, with decreasing temperature the
contribution of the hydrophobic hydrating OD groups to the slow water fraction
increases relative to the contribution of the OD groups that are hydrogen bonded
to N. The hydrophobic hydrating OD groups likely effectively have shorter reori-
entation dynamics, thus counteracting the increase of the reorientation time that
normally would result from a decrease in temperature. The net result of the two
effects is that the average reorientation time of the slow OD groups shows little
variation in the studied temperature range, with the result that the parameter a
does not show a significant temperature dependence.

It is interesting to consider the present findings from the perspective of the ther-
modynamics of the water/2,6-lutidine mixture. The mixture will be more likely in
a single phase state when the Gibbs free energy difference (∆G) of mixing is more
negative. We find strong evidence for increased hydrophobic hydration when the
temperature is lowered further below the LSCT. Increased hydrophobic hydration
leads to a decrease of the mobility of water molecules involved, which points to
a decrease of the possible orientations (realizations) of the water molecules, and
thus a decrease of the entropy. Far below the LSCT the formation of lutidine
clusters is not strongly pronounced which implies that there is a substantial inter-
action between water and the hydrophobic groups of the lutidine molecules. At
a low temperature, the entropy contribution to the free energy caused by these
interactions is low and is apparently compensated by the enthalpic contribution
of the strong OD· · ·N interactions. At higher T the entropy term becomes more
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important, making the expulsion of water and hydrophobic aggregation of luti-
dine molecules more favorable. At the LSCT the driving force for hydrophobic
aggregation becomes so strong that a full macroscopic phase separation results.
At concentrations lower than the critical concentration (X < 0.062) the LSCT will
be higher because the entropic effects of hydrophobic hydration and aggregation
will be smaller. For X > 0.062 hydrogen bonding between water and lutidine
contributes to the decrease of mixing Gibbs free energy difference and the critical
temperature increases again. It is interesting to note that the OD· · ·N hydro-
gen bonds are almost unperturbed by a temperature change within the studied
temperature range (down to 30K below LSCT), implying that hydrophobic hy-
dration and aggregation play the most important roles in determining the phase
transition conditions. Recent DFT studies indicate that the phase separation at
the critical temperature is induced by the cleavage of external hydrogen bonds of
2:1 complexes of lutidine and water.104 By combining our findings with previously
reported results, we conclude that near the LSCT, water molecules that are not
involved in strong interactions with the solute tend to interact with each other,
rather than being located in the nearest vicinity of the solute. This result implies
that the distribution of water molecules shows an increased heterogeneity near the
LSCT.

4.6 Conclusions
We studied the dynamics of HDO molecules in 2,6-lutidine/water mixtures near
the lower solution critical temperature (LSCT) by probing the OD stretch vibra-
tions with polarization-resolved femtosecond infrared pump-probe spectroscopy.
Upon the addition of 2,6-lutidine, the vibrational energy relaxation of the OD-
stretch vibration is observed to proceed faster in the red wing of the spectrum
than in the blue wing. This frequency dependence can be well described with a
kinetic relaxation model involving two excited OD-stretch vibrational states that
relax with different time constants to the common local hot state. We attributed
the frequency dependence of the vibrational relaxation to an increase of the het-
erogeneity of the strengths of the hydrogen bonds in the mixture with increasing
lutidine concentration, likely as a result of the formation of strong OD· · ·N hydro-
gen bonds between HDO and the N-atom of lutidine. This result is corroborated
by the rise of a shoulder in the red wing of the linear infrared absorption spectra
with increasing 2,6-lutidine concentration. In spite of this increasing contribu-
tion of strongly hydrogen-bonded OD groups, the overall vibrational relaxation
rate decreases with increasing lutidine fraction, probably because of the increased
perturbation and truncation of the hydrogen-bond network of the mixture. The
anisotropy dynamics of the transient absorption signal show an increasing offset
with increasing lutidine fraction, showing the presence of an increasing fraction of
slowly reorienting water molecules. We assign these molecules to water molecules

61



Confined water molecules in water/lutidine mixtures

forming a hydrogen bond to the N atom of lutidine and to water molecules hy-
drating the hydrophobic groups. The transient absorption signal induced by the
local hot state is observed to be anisotropic when the lutidine fraction is larger
than 0.15. This anisotropic character indicates that the dissipated energy primar-
ily affects the originally excited water molecules, which implies that a significant
fraction of the heat-affected water molecules are slowly reorienting and sufficiently
isolated from other water molecules to avoid equilibration of the heating effect
due to heat diffusion within the time range of our experiment. We describe the
degree by which the anisotropy of the excited OD vibrations is retained in the
local hot state with a parameter a. This parameter increases with an increase of
the lutidine fraction because the reorientational dynamics of the water molecules
effectively slow down and the water molecules become more isolated. This slowing
down of the reorientation likely results from the increased contribution to the slow
water fraction of water molecules forming hydrogen bonds with the N atom of
lutidine. When the temperature of the water-lutidine mixture is decreased, the
fraction of slowly reorienting water molecules increases, and no significant change
in the parameter a is observed. Both observations indicate that the fraction of
water molecules that hydrate the hydrophobic groups of lutidine increases, which
means that with decreasing temperature the clusters decrease in size, thereby in-
creasing the overall hydrophobic surface exposed to water.

4.7 Appendix

4.7.1 Linear infrared spectra treatment scheme
In order to accurately extract the shape of the OD-stretch absorption band we
performed two series of measurements. The first series consisted of measurements
of mixtures of 2,6-lutidine and isotopically diluted water and the second series con-
sisted of solutions with the same lutidine content and normal water (no isotopical
dilution). The spectra obtained in the second series were subtracted from spectra
from those obtained in the first series. Since the only difference between these two
series is the presence of HDO molecules, this procedure yields the spectrum of the
OD-stretch vibration.

4.7.2 Description of the local hot state associated anisotropy
An approach to describe the local hot state anisotropy is based on the idea that
the state created after the vibrational relaxation partly inherits the anisotropic
distribution of the excited OD-groups, similar to the procedure described by Rezus
et al.69 A general expression describing this anisotropy is:
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Rh(t) =
a ·
∫ t

0

∑
dNe,i(τ)Re,i(τ)f(τ)∫ t

0

∑
dNe,i(τ)

(4.3)

Here Rh is the anisotropy of the local hot state, a is the fraction of the inherited
anisotropy, Re,i is the anisotropy of the ith excited state, dNe,i(τ) is the decrement
of the population of the ith excited state during the period dτ obtained from the
vibrational relaxation kinetic model, and f(τ) reflects the anisotropy decay of the
local hot state.

We find that the expression could be simplified in the following way:

• From equation 4.1 it follows that the anisotropy decay of the excited state
is bimodal. We assume that only slow water molecules contribute to the
anisotropy of the local hot state. For that reason, we excluded a time-
dependent term from the expression for Re,i

• Based on the signal-to-noise ratio at a long delay time we find that including
a decay of the anisotropy of the local hot state adds an additional parameter
to the model without adding an improvement in the fitting quality. For that
reason, we consider anisotropy of the local hot state to be non-relaxing (f(τ)
= 1).

• Based on the two previous assumptions, the integral in equation 4.3 contains
only time-dependent terms of the summation of dNe,i(τ) and the integral is
divided out by the value

∫ t

0

∑
dNe,i(τ). Since the identical set of parameters

is used for each Re,i, equation 4.3 simplifies to Rh = a ·Rslow
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Figure 4.7. Anisotropy dynamics of an X = 0.15 mixture, constructed by sub-
tracting an isotropic local hot state response from the ∆α∥ and ∆α⊥ data

Figure 4.8. Dynamics of ∆αiso at the center of the bleaching signal of an X = 0.2
mixture at different temperatures
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5
Ultrafast vibrational dynamics of

aqueous acetate and terephthalate∗

We study the vibrational population relaxation and mutual interaction of the
symmetric stretch (νs) and antisymmetric stretch (νas) stretch vibrations of the
carboxylate anion groups of acetate and terephthalate ions in aqueous solution
with femtosecond two-dimensional infrared spectroscopy. By selectively exciting
and probing the νs and νas vibrations, we find that the interaction of the two vi-
brations involves both anharmonic coupling of the vibrations and energy exchange
between the excited states of the vibrations. We find that the vibrational popula-
tion relaxation and the energy exchange are both faster for terephthalate than for
acetate.

∗This chapter is based on: Alexander A. Korotkevich and Huib J. Bakker Ultrafast vibrational
dynamics of aqueous acetate and terephthalate, J. Chem. Phys. 156, 094501, 2022
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5.1 Introduction
Ultrafast infrared spectroscopy enables the time-resolved study of the vibrational
dynamics of molecules in complex and heterogeneous condensed phases. This tech-
nique has thus been widely employed to investigate the properties of different func-
tional groups, and their interaction with their molecular-scale environment.131–134

One of the most abundant functional groups in (bio)chemical species is the
carboxylate group (-COO−). This functional group is often present in small bi-
ologically active molecules and in the side-chains of polymers, determining their
geometry and charge, thus playing a crucial role in various (bio)chemical pro-
cesses.30,32–34,135 The carboxylate group also strongly interacts with metal cations,
leading to the formation of metal carboxylates with characteristic coordination
numbers. These metal-carboxylate complexes often show important catalytic and
photocatalytic activity.136,137

The carboxylate (-COO−) group has two coupled vibrational modes: the sym-
metric C-O stretch vibration (νs) and the antisymmetric C-O stretch vibration
(νas), both absorbing in the 6 µm region of the spectrum. These two vibrations
are delocalized over the carboxylate group as a result of the sharing of negative
charge by the two oxygen atoms, thus making the oxygen atoms equivalent in their
binding to the carbon atom.

An interesting example of metal-carboxylate complexes are metal organic frame-
works (MOFs). In many MOFs, the terephthalate (1,4 - benzenedicarboxylate)
dianion and its derivatives play a crucial role as the linker between positively
charged metal ions89,138–141. The terephthalate moiety also forms a crucial con-
stituent of commercially produced polyesters such as polyetheleneterephthalate
(PET).142 Another important carboxylate species is acetate (CH3COO−). Ac-
etate is widely used in organic synthesis reactions,143,144 and plays an important
role in many biological processes145.

The vibrational dynamics of small carboxylates has been investigated with ul-
trafast infrared spectroscopy techniques, including pump-probe spectroscopy and
two-dimensional infrared spectroscopy (2D-IR).40–43,146 These studies focused on
the solvation structure of the ions, their conformation, the interactions with other
ions, and on the coupling of the carboxylate stretch vibrations to the C-H vibra-
tions. It was also reported that the νs and νas modes of acetate are coupled.40,43
However, the precise nature of this coupling could not be studied in detail as
these studies were either performed with pump-probe spectroscopy using the same
broadband mid-infrared laser pulse for excitation and detection of the separate
vibrations,40 or involved a 2D-IR spectroscopic study of only the νas mode43.

Here we report a study of acetate and terephthalate ions in aqueous solution with
femtosecond 2D-IR-spectroscopy over a wide frequency range, covering both the
absorption spectra of the νs and νas modes. In this study, we selectively excite and
probe the different vibrational modes and measure the dynamics of the resulting
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nonlinear absorption signals with sub-picosecond time resolution. By measuring
the dynamics of the transient absorption changes for different combinations of
excited and detected vibrations, we identify the mechanisms by which the two
modes interact with each other.

5.2 Experimental
We prepared aqueous solutions of 0.1 M sodium acetate (Sigma-Aldrich anhydrous
for molecular biology, ≥ 99.9%) and 0.05 M disodium terephthalate (TCI, 99.0%)
by mixing the appropriate amounts of salt with D2O (Aldrich, 99.9 atom % D). We
use D2O instead of H2O in order to avoid strong absorption of the bending mode
of H2O (δH2O) in the absorption region of the νas vibration of the carboxylates.

The experimental setups as well as the preparation of samples for infrared ab-
sorption and 2D-IR measurements are described in sections 3.1, 3.2, and 3.3.

5.3 Results
In Figure 5.1 we show IR absorption spectra of solutions of sodium acetate and
disodium terephthalate in D2O. Acetate shows absorption bands centered at 1415
cm−1 and 1565 cm−1, corresponding to the νs and νas vibrations of the carboxy-
late group. The IR absorption spectrum also shows a weak band at 1350 cm−1

corresponding to the CH3 deformation vibration of acetate147. For terephthalate,
we observe absorption bands centered at 1380 cm−1 and 1575 cm−1, corresponding
to the νs and νas vibrations of the carboxylate group. In addition, the spectrum
contains a band at 1508 cm−1 band that corresponds to a skeletal deformation
of the aromatic ring.142 Potentially, for terephthalate the absorption bands of the
νs and νas vibrations could have been split due to coupling of the two carboxy-
late groups of the terephthalate anion.42,142 However, in view of the symmetry of
terephthalate the in-phase νs and the out-of-phase νas vibrations are expected to
have a negligible transition dipole moment, since the vibration-induced modula-
tions of the dipole moment of the two carboxylate groups cancel each other.42 As
a result, only the out-of-phase νs and the in-phase νas vibrations are visible in the
spectrum.

In Figure 5.2 we show two-dimensional spectra of a sodium acetate (a, b) and
a disodium terephthalate solutions (c, d). The blue regions correspond to a nega-
tive absorption change (bleaching and stimulated emission), while the red regions
reflect positive absorption changes (induced absorption). When the νs region is
probed (Figure 5.2a, c), two clear signals are observed: a so-called diagonal signal
at the excitation frequency of νs and a so-called cross-peak signal at the excitation
frequency of νas. Similarly, when the νas region is probed (Figure 5.2b, d), we
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Figure 5.1. a. Chemical structures of acetate and terephthalate anions; b. Linear
infrared absorption spectra of solutions of 0.1 M sodium acetate and 0.05 M disodium
terephthalate in D2O.

observe a diagonal signal at the excitation frequency of νas and a cross-peak signal
at the excitation frequency of νs.

The bleaching and induced absorption 2D-IR signals are somewhat tilted, espe-
cially for the diagonal signals, indicating a correlation of the excitation and the
detection frequencies. With increasing delay, this frequency-frequency correlation
decays. The dynamics of the frequency-frequency correlation function of the νas
mode of the carboxylate anion group has been extensively studied before for aque-
ous trifluoroacetate,41 aqueous oxalate,41 and aqueous acetate43. These dynamics
provided information on the structural dynamics of the molecular environment of
the carboxylate groups, in particular of the solvation shell and the dynamics of
the water molecules forming the solvation shell.41–43. In this report, we will not
further elaborate on the dynamics of the frequency-frequency correlation function
of the vibrations of the carboxylate group.

The cross-peak signals reflect changes in the absorption bands of vibrations
that are not excited by the excitation pulse, resulting from the coupling to other
vibrations that were excited by the excitation pulse. The cross-peak signals in the
2D-IR spectra of Fig. 5.2 clearly show that for both ions the νs and νas vibrations
are coupled. We also measured the anisotropy R(ωdetection,ωexcitation,T ) of the
diagonal and cross-peak signals, as shown in Figure 5.6. For the diagonal signals
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Figure 5.2. Isotropic two-dimensional infrared spectra of solutions of sodium ac-
etate (a,b) and disodium terephthalate (c,d) at a waiting time T of 0.3 ps. The
signals are presented as a function of the detection frequency (horizontal axis) and
the excitation frequency (vertical axis), and are drawn as contour plots of equal
signal amplitude in steps of 3%. The red and blue colors represent positive and
negative absorption changes respectively. At the right-hand side, we show the linear
absorption spectra to clarify the assignment.
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Figure 5.3. Isotropic transient absorption signals measured for a 0.1 M solution
of acetate in D2O as a function of waiting time T , detected at the maximum fre-
quency of the νs/νas absorption band obtained by integrating the 2D signals over
an excitation frequency interval of 100 cm−1 around the maximum frequency of the
νs/νas absorption band. a. Exciting the νas signal and detecting at the maximum
frequency of the νas band (diagonal νas signal); b. Exciting the νas signal and de-
tecting at the maximum frequency of the νs band (downhill cross-peak signal); c.
Exciting the νs signal and detecting at the maximum frequency of the νs band (di-
agonal νs signal); d. Exciting the νs signal and detecting at the maximum frequency
of the νas band (uphill cross-peak signal). The black dashed lines represent fits to
the dynamics, which in the case of the cross-peak signals contain two contributions
(blue and red dashed lines), according to the model described in the text.

we observe a value of R of ∼ 0.4, as expected for a system of randomly oriented
dipolar oscillators. For the cross-peak signals we observe a value of R of ∼ -0.2,
which means that the transition dipole moment of the detected vibration is oriented
at an angle of ∼ 90◦ with respect to the transition dipole moment of the excited
vibration. This finding perfectly agrees with the expected mutual orientation of
the νas and νs modes. Moreover, as we show in Figure 5.7, the anisotropy of the
diagonal peaks and cross-peaks shows very little dynamics. This lack of dynamics
can be explained from the large size of the acetate and terephthalate ions, making
their molecular reorientation relatively slow compared to e.g. water.

To identify the precise nature of the interaction between the νs and νas vibrations
of acetate, we investigate the dynamics of the diagonal and cross-peak signals as
shown in Figure 5.3. The curves are obtained by plotting the resulting 2D-IR
signal at the detection frequency that corresponds to the center of the detected

70



5.3 Results

bleaching signal as a function of the waiting time T , and by integrating the 2D
signals over an excitation frequency interval of 100 cm−1 around the maximum
frequency of each absorption band.

The diagonal signal of the νas vibration shown in Figure 5.3 has bimodal dy-
namics (Figure. 5.3a). The initial fast decay component has also been observed
in previous studies of carboxylate anions and has been assigned to energy transfer
from the excited νas vibration to the νs vibration, enabled by fluctuations of the
local environment.40,42 Such an energy transfer between νas and νs is expected to
lead to a delayed maximum of the cross-peak signals.148,149 However, in Figures
5.3b, d we do not see a delayed maximum of the cross-peak signal neither for the
downhill cross-peak, signal (Figure 5.3b), nor for the uphill cross-peak signal (Fig-
ure 5.3d). Both cross-peak signals are observed to rise with the cross-correlation
of the excitation and detection pulses. Hence, we conclude that energy transfer is
not the only mechanism leading to the cross-peak signals.

Another coupling mechanism that gives rise to cross-peak signals is anharmonic
coupling of the vibrations. When two vibrations are anharmonically coupled, the
excitation of one of the vibrations leads to a change of the frequency and/or
cross-section of the other vibration. If this coupling mechanism dominates, the
cross-peak signal closely follows the dynamics of the excited vibrations, meaning
that the rise of the signal will follow the cross-correlation of the excitation and
detection pulses, and the decay of the signal will follow the relaxation dynamics
of the excited vibration.133,148 The dynamics of the downhill cross-peak signal
(exciting νas, detecting νs vibration) would thus closely follow the dynamics of the
diagonal signal of the νas vibration in case the interaction of the vibrations would
be dominated by anharmonic coupling. However, the dynamics of the downhill
cross-peak signal clearly differ from that of the diagonal signal of the νas vibration
as the cross-peak signal does not show the fast component that is observed for
the diagonal signal. Based on these observations, we conclude that the cross-
peak signal is the result of the combined effect of energy transfer and anharmonic
coupling.

We fit the dynamics of the diagonal and cross-peak signals of Figure 5.3 with
the relaxation model shown in Figure 5.4. In Figure 5.4 the different vibrational
states are defined in the basis of the uncoupled symmetric and asymmetric stretch
vibrations. The state (0,0) represents the ground states of the two vibrations.
This model is similar to the approach that has been used to fit the population
relaxation dynamics of the pump-probe dynamics of the νas mode of trifluoroac-
etate,41 oxalate,42 and acetate43. The model includes energy transfer between νs
and νas with ksa and kas, and vibrational relaxation of the separate νs and νas
modes to the vibrational ground state with rate constants ks and ka, respectively.
The exchange rates obey the Boltzmann ratio ksa = kas · exp(−ℏ∆ω/kT ), where
∆ω is the frequency difference between the centers of the absorption bands of νs
and νas, which is ∼ 150 cm−1 for acetate. As the exchange rate constants are
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Figure 5.4. Schematic picture of the vibrational relaxation model used for fitting
the dynamics of Figs. 5.3 and 5.5.

large compared to the vibrational relaxation rate constants ks and ka, we observe
a weighted average of these latter two rate constants after the energy exchange has
equilibrated, i.e. at delay times > 1 ps, which makes it impossible to determine
the separate rate constants. Therefore, we took the relaxation rate constants ks
= ka to be the same.

In fitting the data, we include an anharmonic coupling contribution to the cross-
peak signals with the same amplitude for the downhill and uphill cross-peak signal.
These contributions follow the dynamics of the excited vibration (i.e. the dynamics
of the diagonal signal of νas for the downhill cross peak and the dynamics of the
diagonal signal of νs for the uphill cross peak). We did not include the data at T
< 0.25 ps in the fitting, as in this waiting time interval the signals show significant
contributions from cross-phase modulation of the excitation and detection pulses
and resonant coherent interactions (sometimes denoted as coherent artifacts).

The model of Figure 5.4 provides an excellent fit of all the data. The parameters
extracted from the fit are: ks = ka ∼ 0.45 ps−1, kas ∼ 2ksa = 1.5 ps−1. We also
find that the cross-peak signals are best fitted with significant contributions from
both anharmonic coupling and energy transfer. The ratio between the maximum
contribution resulting from energy transfer and the maximum of the contribution
due to anharmonic coupling equals 0.39 and 0.19 for the downhill and uphill cross-
peak signals, respectively. The difference between these ratios reflect the slower
uphill energy transfer compared to the downhill energy transfer.

In Figure 5.5 we show the dynamics of the diagonal and cross-peak signals
observed in the 2D-IR spectra measured for a solution of 0.05 M disodium tereph-
thalate in D2O. The observed dynamics are qualitatively similar to the dynamics
observed for the acetate solution. The diagonal νas signal shows a bimodal decay,
and the downhill cross-peak signal of Figure 5.5b differs from the diagonal νas sig-
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Figure 5.5. Isotropic transient absorption signals measured for a 0.1 M solution
of terephthalate in D2O as a function of waiting time T , detected at the maximum
frequency of the νs/νas absorption band obtained by integrating the 2D signals
over an excitation frequency interval of 100 cm−1 around the maximum frequency
of the νs/νas absorption band. a. Exciting the νas signal and detecting at the
maximum frequency of the νas band (diagonal νas signal); b. Exciting the νas
signal and detecting at the maximum frequency of the νs band (downhill cross-
peak signal); c. Exciting the νs signal and detecting at the maximum frequency
of the νs band (diagonal νs signal); d. Exciting the νs signal and detecting at the
maximum frequency of the νas band (uphill cross-peak signal). The black dashed
lines represent fits to the dynamics, which in the case of the cross-peak signals contain
two contributions (blue and red dashed lines), according to the model described in
the text.

Table 5.1. Rate constants of the vibrational relaxation and energy exchange of the
νs and νas vibrations of acetate and terephtalate obtained by fitting the experimental
data of Figures 3 and 5 to the kinetic model shown in Figure 4

ka = ks, ps−1 kas, ps−1 ksa, ps−1

acetate 0.45 1.5 0.75
terephthalate 0.8 2.7 1
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nal and does not show a delayed maximum. We fitted the dynamics of the diagonal
and cross-peak signals with the model of Figure 5.4. The parameters extracted
from the fit are: ks = ka ∼ 0.8 ps−1, kas ∼ 2.7ksa = 2.7 ps−1. The larger dif-
ference in ratio between the exchange rates of terephthalate compared to acetate
originates from the larger energy difference between the maxima of the absorption
bands: ∆ω ∼ 195 cm−1. The ratio between the maximum contribution caused by
energy transfer and the maximum of the contribution due to anharmonic coupling
are 0.41 and 0.15 for the downhill and uphill cross-peak signals, respectively.

5.4 Discussion
The results show that the interaction between the νs and νas vibrations of the
carboxylate anion groups of acetate and terephthalate involves both energy transfer
and anharmonic coupling. These two interactions are associated with a different
waiting-time dependence of the cross-peak signal, and thus potentially the spectral
shape of the cross-peak signal could change as a function of the waiting time T.
However, we did not observe such a dependence of the spectral shape of the cross-
peak signal on T. This can be explained from the fact that the frequency shifts due
to the diagonal anharmonicity and the anharmonic coupling of the vibrations are
smaller than the spectral widths of the absorption bands. As a result, the spectral
shape of the cross-peak signal is largely determined by the spectral width of the
detected vibrational band, and the frequency shifts resulting from the diagonal
anharmonicity and the anharmonic coupling only determine the amplitudes of
the positive and negative signals. It would be interesting to tune the relative
contributions of anharmonic coupling and energy transfer to the cross-peak signal.
An obvious method to achieve this tuning would be to change the interaction with
the solvent, as the energy transfer process strongly relies on the compensation of
the energy mismatch by the solvent, whereas the anharmonic coupling is relatively
independent of the interaction with the solvent. The interaction with the water
solvent can potentially be varied by changing the temperature. However, the
temperature dependence of the energy transfer processes in aqueous media is hard
to predict and can be quite anomalous, i.e. slow down with increasing temperature.
Another option would be to change the nature of the solvent. Varying the relative
contribution of anharmonic coupling and energy transfer to the cross-peak signal
will be subject of a future study.

The vibrational dynamics of acetate has been studied before, with pump-probe
spectroscopy using the same broadband mid-infrared laser pulse for excitation and
detection of the vibrations,40 and with 2D-IR spectroscopy of only the νas mode43.
In the study of Ref.40 it was found that both νas and νs show a bimodal decay, with
the contribution of the fast component being larger when pumping and probing the
νas mode than when pumping and probing the νs mode. For the origin of this fast
component different mechanisms were proposed, including energy transfer between
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the νas and νs modes. However, it was not possible to make a definite assignment
because in the study of Ref.40 it was not possible to selectively excite one vibration
and to detect the other vibration. In the 2D-IR study of Ref.43 the population
dynamics of the excited νas mode were fit to a relaxation model that also includes
the relaxation of the νs mode, and the energy exchange of the two modes. However,
in this study the νs mode was not excited and detected and only the νas mode
was measured.43 From the fit of the population dynamics of the excited νas mode,
the exchange rate constant kas was estimated to be 2.09 ps−1, which is not very
different from the value of kas ∼ 1.5 ps−1 that we obtain in the present work by
studying the diagonal and cross-peak signals of νas and νs.

The rate constants resulting from the fits of data for both ions are summarized
in Table I. We find that the vibrational relaxation and the energy exchange rates
are both higher for terephthalate than for acetate. This difference is likely caused
by the fact that the larger chemical structure of terephthalate gives rise to a much
denser manifold of intramolecular vibrational combination states at the energy of
the excited νs and νas vibrations than is the case of acetate. In particular, in
terephthalate the vibrations of the carboxylate groups will be coupled to combi-
nation modes of the aromatic ring that are not present in acetate. As a result, the
vibrational relaxation will be faster for terephthalate, leading to larger values for
ka and ks than in acetate, and the compensation of the energy mismatch between
the excited νs and νas vibrations required for the energy transfer is more efficient
in terephthalate, leading to larger values for kas and ksa.

It is interesting to compare the vibrational relaxation and energy exchange dy-
namics of terephthalate with the dynamics of the oxalate anion that like tereph-
thalate contains two carboxylate anion groups but differently from terephthalate
does not contain an aromatic ring. In Ref.42 the dynamics of the νas mode of
oxalate were studied, and fitting these dynamics to an exchange model that also
included the not directly observed νs mode, yielded a ka of 0.98 ps−1, a ks of 0.45
ps−1, and an energy exchange rate constant kas of 1.55 ps−1. The vibrational
population relaxation rates of oxalate are thus similar to those of terephthalate
and accelerated by a factor of ∼ 2 compared to acetate.

Interestingly, the rate constants for energy exchange between νs and νas are
similar for oxalate42 and for acetate, but significantly smaller than we observe for
terephthalate. It thus appears that the larger intramolecular vibrational density
of states of the oxalate ion compared to acetate is effective in accelerating the
vibrational population relaxation of νs and νas, but not in accelerating the energy
exchange between these modes. The similarity in energy exchange rate of oxalate
and acetate suggests that this process relies on the interaction with the solvent,
i.e. the energy mismatch between νs and νas is compensated by low-frequency
solvent modes, as this interaction is expected to be very similar for oxalate and
acetate. This notion agrees with the interpretation of the origin of the decay
of the frequency-frequency correlation functions of the νas modes of acetate and
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oxalate.42,43 The faster energy exchange of terephthalate compared to both oxalate
and acetate suggests that the interactions between the carboxylate groups and the
surrounding water molecules are enhanced by the nearby presence of the aromatic
ring of the terephthalate ion. Another possible explanation for the faster energy
exchange of terephthalate is that a coupling to the low-frequency modes of the
aromatic ring aids in compensating the energy mismatch between the excited states
of the νs and νas modes.

5.5 Conclusions

We performed femtosecond two-dimensional infrared (2D-IR) spectroscopy of the
symmetric (νs) and antisymmetric (νas) vibrations of the carboxylate anion groups
of acetate and terephthalate in aqueous solution. In this study we selectively excite
and detect both vibrations, thus obtaining diagonal signals (exciting and detect-
ing the same vibration), a downhill cross-peak signal (exciting νas and detecting
νs), and an uphill cross-peak signal (exciting νs and detecting νas). We find that
the cross-peak signals are not delayed with respect to the diagonal signals and
show dynamics that differ from the dynamics of the diagonal signals. This find-
ing indicates that the cross-peak signals result from the combined effect of energy
transfer between the first excited states of the νs and νas vibrations, and anhar-
monic coupling of these two vibrations. We model the diagonal and cross-peak
signals with a model in which we include the vibrational population relaxation of
the first excited states of the νs and νas vibrations to the ground state, and their
energy change with rate constants that obey detailed balance. In this modeling
we include an anharmonic coupling contribution to the cross-peak signals that
follows the dynamics of the excited vibration (i.e. the dynamics of the diagonal
signal of νas for the downhill cross peak and the dynamics of the diagonal signal
of νs for the uphill cross peak). From the modeling we obtain for acetate rate
constants ks = ka of ∼ 0.45 ps−1, and an energy exchange rate constant kas ∼
2ksa of 1.5 ps−1, and for terephthalate rate constants ks = ka of ∼ 0.8 ps−1, and
an energy exchange rate constant kas ∼ 2.7ksa of 2.7 ps−1. We thus find that the
terephthalate ion shows a faster vibrational relaxation than acetate which likely
can be explained from the denser manifold of accepting vibrational combination
states of the larger terephthalate ion, probably also involving the aromatic ring
modes of terephthalate. The energy exchange is also faster for terephthalate than
for acetate, which may be due to the effect of the aromatic ring of terephthalate
on the water molecules that solvate the carboxylate anion groups, leading to a
more effective compensation of the energy mismatch between the excited states of
the νs and νas, or due to a direct coupling to low-frequency aromatic ring modes,
thereby facilitating the compensation of the energy mismatch.
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5.6 Appendix

Figure 5.6. Anisotropy of the transient signals as a function of detection frequency
at selected excitation frequencies for a. acetate, detecting νs; b. acetate, detecting
νas; c. terephthalate, detecting νs, d. terephthalate, detecting νas
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Figure 5.7. Anisotropy of the transient signals as a function of waiting time T
at the center of the ground state bleach of diagonal and uphill cross-peaks for a.
Acetate, detecting νas; b. terephthalate, detecting νas; dashed lines are guides to
an eye
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6
Direct Probing of Vibrational

Interactions in UiO-66 Polycrystalline
Membranes with Femtosecond

Two-Dimensional Infrared
Spectroscopy∗

UiO-66 is a benchmark metal-organic framework (MOF) that holds great promise
for the design of new functional materials. In this work, we perform 2D-IR mea-
surements of polycrystalline membranes of UiO-66 grown on c-sapphire substrates.
We study the dynamics of the symmetric and antisymmetric stretch vibrations
of the carboxylate groups of the terephthalate linker ions, and find that these
vibrations show a rapid energy exchange and a collective vibrational relaxation
with a time constant of 1.3 ps. We also find that the symmetric vibration of the
carboxylate group is strongly coupled to a vibration of the aromatic ring of the
terephthalate ion. We observe that the antisymmetric carboxylate vibrations of
different terephthalate linkers show rapid resonant (Förster) energy transfer with
a time constant of ∼ 1 ps.

∗This chapter is based on: Alexander A. Korotkevich, Oleksandr O. Sofronov, Olivier Lugier,
Sanghamitra Sengupta, Stefania Tanase and Huib J. Bakker Direct Probing of Vibrational Interactions
in UiO-66 Polycrystalline Membranes with Femtosecond Two-Dimensional Infrared Spectroscopy, J.
Phys. Chem. Lett. 2022, 13, 42, 9793–9800
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6.1 Introduction
Metal-organic frameworks (MOFs) are a class of crystalline materials in which
metal ions or clusters of metal ions are connected by organic linkers to form ex-
tended three-dimensional structures. These materials possess well-defined nanopores
and nanochannels, the size and integrity of which can be tuned over a wide range
by varying the metal cations and linkers.150–153 As such, different MOF-based
functional materials have been prepared and successfully applied in catalysis154,
chemical sensing,155 separation techniques,156 and electrochemistry157,158.

An important MOF family is UiO, the members of which consist of Zr6O4(OH)4
building-blocks forming a crystal structure by 12-fold coordination with aromatic
dicarboxylate linkers.89,159 These structures show exceptional stability, even under
aggressive conditions, thus making UiOs promising for multiple applications.160,161
For example, UiO crystalline membranes have been prepared and used for water
desalination, gas separation, storage, and pervaporation.162–164 The range of appli-
cations can be further extended by preparing UiO-type MOFs for which aromatic
dicarboxylate linkers are functionalized.162,165–167 Such functionalization may thus
enable the preparation of stable MOF membranes showing pronounced proton
conductivity and/or redox activity, which would be highly promising for designing
new fuel cells and electrocatalysis platforms.166,168

A crucial parameter determining the properties of UiO membranes is the number
density of missing linkers, forming defects in the crystal structure. The deviation
from perfect stoichiometry depends on the preparation procedure and often can
be controlled, enabling a tuning of the extent of linker-metal interactions.138,169,170
The defect content influences the adsorption and separation properties,171,172 the
catalytic activity,173 and the Brønsted and Lewis acidity174 of a UiO membrane.
The metal-linker interactions are thus very important for the properties of UiO
MOFs, and a detailed understanding of these interactions is a prerequisite for the
rational design of new UiO-based materials. Various experimental and theoretical
approaches have been used to study the dynamics of UiO derivatives. Recent
studies addressed the proton conductivity of UiO MOFs,175 and the role of defects
in this process,176 the dynamics of water adsorbed in the MOF pores,177 and the
relaxation kinetics following electronic excitation of the linker178,179.

A powerful tool for obtaining structural and dynamical information of chemical
systems is two-dimensional infrared spectroscopy (2D-IR). By exciting vibrational
modes of molecules or ions with femtosecond infrared pulses, this method discloses
unique information on the relaxation kinetics of vibrationally excited states, which
in turn provides information on vibrational couplings, inter- and intramolecular
energy transfer, and the reorientation dynamics of small molecular species. These
processes often strongly depend on the solvation and coordination of the target
functional groups. Over the last decade, 2D-IR has been successfully applied to
investigate the structural elasticity of UiO-66 prepared as powder samples,180, and
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of MIL-53(Al)181. In this work, we present a 2D-IR investigation of polycrystalline
UiO-66 membranes grown on c-sapphire plates. This MOF is the first member of
the UiO series and comprises terephthalate (1,4-benzenedicarboxylate, BDC2−) as
a linker (Figure 2.3a).

6.2 Experiments
The experimental setups as well for infrared absorption and 2D-IR measurements
are described in sections 3.1, 3.2, and 3.3. The preparation procedure of UiO-66
membranes on c-sapphire substrates and sample characterization are described in
section 3.7.

6.3 Results
The preparation of UiO-66 membranes on solid substrates is a topic of strong
current interest. Recently, the preparation of UiO-66 membranes and its deriva-
tives on gold substrates,162 sapphire rods,163 α-Al2O3 disks182, and ZrO2@γ-Al2O3

fibers183 have been reported. However, to the best of our knowledge, no protocols
using flat c-sapphire substrates have been reported. We prepared UiO-66 samples
by a solvothermal reaction of ZrCl4 and terephthalic acid (BDCH2) dissolved in
DMF, using acetic acid as a growth modulator. The crystallinity of the membranes
was confirmed with XRD analys shown in Figure 6.5. We find that the grains of the
polycrystalline membrane have preferential (111)-orientation and that the mem-
brane preserves cylindrical symmetry. The sample profilometry showed that the
membranes have ∼ 600-700 nm thickness as shown in Figure 6.6. As can be seen
from Figure 6.7, thermo-gravimetric analysis (TGA) shows that this preparation
method results in ∼ 42% of missing linkers, which means that the polycrystalline
film can be considered a highly defective material.

We further characterize the prepared sample with FTIR spectroscopy. In Fig-
ure 6.1b we compare the infrared absorption spectrum of the prepared UiO-66
membranes with the spectrum of a powder sample. The spectra look very similar
in the frequency region above 1400 cm−1, which indicates that the local environ-
ment of the linkers is very similar in the film and in the powder. We assign the
bands at 1585 cm−1 and at 1395 cm−1 to the antisymmetric stretch (νas) and
symmetric stretch (νs) vibrations of the carboxylate anion groups of the linker,
respectively. The 1510 cm−1 band is assigned to the 19a band of the aromatic ring
of the linker (further νPh). This ring mode has the same symmetry as the νs vibra-
tion.184–187 The difference between the spectra at lower frequencies is due to strong
sapphire substrate absorption, which precludes a reliable determination of the film
absorption values in this frequency region. In our femtosecond two-dimensional
infrared (2D-IR) experiment, we excite molecular vibrations (νs, νPh and νas) of

81



Vibrational Interactions in UiO-66 Polycrystalline Membranes

Figure 6.1. a: Chemical structures of the terephthalate (BDC2−) linker (left)
and Zr6O4(OH)4 cluster (right). Black, white, red and light-blue spheres represent
carbon, hydrogen, oxygen and zirconium atoms respectively. b: Linear infrared
absorption spectra of UiO-66 membranes grown on a sapphire substrate measured
in transmission geometry (blue), of UiO-66 powder measured in ATR geometry
(orange), and of 0.4M D2O solution of disodium terephthalate (BDCNa2, green
dashed line). The spectra are normalized with respect to the absorption of the νas
band
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the terephthalate linker of UiO-66 membranes that absorb in the 6 µm region.
We measure the excitation-induced absorption change as a function of the exci-
tation and detection frequencies, the waiting time T between the excitation and
detection pulses, and their mutual polarization direction. The isotropic transient
absorption dynamics provide information on the dynamics and mechanism of the
interactions involving the excited vibrations. The depolarization dynamics of the
transient absorption changes reveal the timescale of intermolecular energy transfer
between the carboxylate groups of the linkers. An intrinsic challenge related to
fs-IR experiments on solid samples is the strong scattering of the excitation light
by grains of the studied polycrystalline material. This scattering can overwhelm
the signal of the weaker infrared detection pulse, and thus often special techniques
such as using index matching liquids181 or advanced phase cycling schemes180 have
been used to extract reliable data. The UiO-66 membranes that we study scatter
light to a much smaller extent than powder samples and the effects of the remain-
ing scattering can be sufficiently suppressed by creating a sub-cycle delay using a
wobbler. Sapphire substrates have already been successfully used to grow UiO-66
membranes,163,164 and its broad transparency window as well as the absence of
significant non-linear effects upon interaction with intense infrared pulses, enable
2D-IR experiments in transmission geometry.

In Figure 6.2 we show 2D-IR spectra of the membrane sample. Due to the
limited transparency window of sapphire, we can only measure 2D-IR spectra
with ωdetection > 1500 cm−1 which excludes a study of the response at ωdetection

corresponding to νs. However, since the membrane is superposed on the substrate,
we are able to detect the transient absorption signals induced by the excitation of
νs at ωdetection corresponding to νPh and νas.

In Figure 6.2a we observe clear responses on the diagonal line at ωexcitation =
ωdetection = 1510 cm−1 and ωexcitation = ωdetection = 1585 cm−1, that correspond
to the excitation and detection of νPh and νas vibrations, respectively. We also
observe several off-diagonal peaks (cross-peaks), indicating a coupling of the differ-
ent vibrations. Particularly, at ωexcitation = 1395 cm−1 uphill cross-peaks appear
at ωdetection = 1510 cm−1, indicating vibrational coupling of the νs mode to the
νPh mode (νs → νPh), and at ωdetection = 1585 cm−1, indicating vibrational cou-
pling of the νs mode to the νas mode (νs → νas). At ωexcitation = 1585 cm−1 and
ωdetection = 1510 cm−1 we observe a downhill cross-peak, indicating vibrational
coupling between νas and νPh (νas → νPh).

As can be seen from Figure 6.2b, all signals are still pronounced at a waiting time
T = 7 ps, but due to vibrational relaxation their relative strengths have become
different. The signal of νPh → νas at ωexcitation = 1510 cm−1 and ωdetection =
1585 cm−1 gets more pronounced than at earlier waiting time. Figures 6.10 and
6.11 show the amplitude of this signal at shorter waiting times.

To identify the mechanism of vibrational relaxation and the nature of the vibra-
tional coupling in UiO-66 membranes, we measure the dynamics of the diagonal
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and cross-peak signals. In Figure 6.3a and 6.3b we show the dynamics of diagonal
peak signal corresponding to νas and the νs → νas uphill cross-peak. We find that
both dynamics can be well described with an exponential relaxation with a time
constant of ∼ 1.3 ps to an end-level that grows with the same time constant and
that shows no further change in amplitude within 200 ps (Figures 6.11 and 6.12 of
section 6.6). The fact that the diagonal νas and the νs → νas cross-peak signals
show similar relaxation dynamics, points at an ultrafast equilibration between the
v=1 states of the νas and νs vibrations, which is most likely due to energy transfer
occurring within the time scale of the cross-correlate of the excitation and detec-
tion pulses. The growth of the end-level can be explained from thermal effects:
the energy released as a result of the vibrational relaxation affects the shape and
position of the vibrational bands, yielding a change of the transient absorption
signal that is often referred to as a hot state signal.

Next, we take a closer look at the relaxation dynamics of the transient absorption
signals involving the νPh vibration. In Figure 6.3c, we show the dynamics of the
diagonal peak corresponding to the excitation and detection of νPh. Compared
to the dynamics displayed in Figure 6.3a and 6.3b, this signal decays much more
slowly which indicates that the v=1 state of νPh shows a much slower relaxation
than the v=1 states of the stretch vibrations of the carboxylate group. The signal
decays to a negligible end-level, which means that no pronounced thermal effects
are observed for the diagonal signal of the νPh vibration.

In Figure 6.3d we present the dynamics of the νs → νPh cross-peak signal. This
signal shows a decay that cannot be well described with a single exponential time
constant, and a clear non-zero end level. We find that the dynamics shown in
Figure 6.3c and 6.3d can be consistently described with a model in which the v=1
state of νPh has an intrinsic vibrational relaxation time constant of ∼ 6.7 ps, and in
which the νPh vibration is coupled to the νs vibration by two different mechanisms:
anharmonic coupling and energy transfer. The anharmonic coupling leads to an
instantaneous perturbation of the vibrational potential of the νPh following the
excitation of the νs vibration. This perturbation leads to a frequency shift of
the νPh vibration, and thus to a transient absorption change at the detection
frequency of the νPh vibration that will follow the dynamics of the excitation of
the νs vibration. Therefore the νs → νPh cross-peak signal will show the 1.3 ps
decay time constant of the excited νs vibration. This component accounts for
the fast relaxation component of the cross-peak signal (Figure 6.3d, blue dashed
line). The energy transfer from νs to νPh leads to a contribution to the cross-peak
signal that shows a delayed growth with a time constant ∼ 6.9 ps, followed by
a relaxation with the time constant of ∼ 6.7 ps of the vibrational relaxation of
the v=1 state of the νPh vibration (Figure 6.3d, green dashed line). The uphill
energy transfer time constant of ∼ 6.9 ps of νs to νPh is related to a downhill
energy transfer time constant of νPh to νs in accordance with detailed balance
kup = kdown · exp(−ℏ∆ω/kT ), where ∆ω is the frequency difference between the
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centers of the absorption bands of νs and νPh, which is ∼100 cm−1. This energy
exchange process is accounted for in describing the diagonal νPh signal dynamics
in Figure 6.3c. Finally, the growth of the end-level of the cross-peak (Figure
6.3d, red dashed line) is due to both the relaxation of the νs vibration and the νPh

vibration, the latter getting populated as a result of the energy transfer. Given the
significantly smaller contribution of the energy transfer to the cross-peak signal,
the growth of the end level of the νs → νPh cross-peak signal is dominated by the
relaxation of the excited νs vibration. The signals of the νas → νPh and νPh →
νas cross-peaks are much weaker than that of the νs → νPh cross-peak, as can
be seen from Figure 6.2a. By further analyzing the dynamics of these cross-peak
signals (see Figure 6.12), we conclude that the vibrational coupling between νas
and νPh is much weaker than between νs and νPh. The main coupling mechanism
between these vibrations is anharmonic coupling, which implies that the dynamics
of the cross-peak signals are determined by that of the excited vibration.

In Figure 6.4 we show the anisotropy of the excited state of the νas vibration. To
obtain purely the anisotropy dynamics of this excited state, we subtracted the hot-
state contributions to the measured ∆α∥ and ∆α⊥ signals prior to constructing
the anisotropy parameter. The initial anisotropy value is ∼ 0.4, which is the
value expected for isotropic materials. The anisotropy is observed to decay on a
picosecond time scale. Considering that in crystalline material the terephthalate
linkers are strongly bound to metal ions, reorientation is not expected to take place
on a picosecond timescale. Therefore, we conclude that the observed anisotropy
decay is due to excitation transfer between closely spaced and differently oriented
linker species. Similarly to Nishida et al,180 we find that these dynamics can be
well described with Ae−

√
(t/τtransfer). This expression originates from the Förster

model for resonant energy exchange in isotropic materials. We obtain an excitation
energy transfer time τtransfer of ∼ 1 ps.
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Figure 6.2. Two-dimensional infrared spectra of UiO-66 membranes grown on
sapphire substrates measured at different waiting times. Figure a: T = 0.3 ps; b: T
= 7 ps. The spectra are plotted as a function of the excitation frequency (vertical
axis) and the detection frequency (horizontal axis). The inset on the right-hand side
shows the linear infrared absorption spectrum to clarify the assignment, and the
black dashed diagonal line corresponds to ωdetection = ωexcitation. The spectra are
scaled relative to the transient absorption maxima at each waiting time T.
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Figure 6.3. Isotropic transient absorption signals measured for UiO-66 membranes
as a function of waiting time T, obtained by integrating the 2D signals over an ex-
citation frequency interval of 20-50 cm−1 around the maximum frequency of the
absorption bands. Figure a: Exciting νas and detecting at the maximum frequency
of the νas band (diagonal νas signal); b: Exciting νs and detecting at the maximum
frequency of the νas band (νs → νas cross-peak signal); c: Exciting νPh and detect-
ing at the maximum frequency of the νPh band (diagonal νPh signal); d: Exciting
νs and detecting at the maximum frequency of the νPh band (νs → νPh). The
black dashed lines represent fits to the dynamics, which contain two or three signal
contributions (blue, red and green dashed lines), according to the model described
in the text.
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Figure 6.4. Hot state corrected anisotropy dynamics of νas diagonal peak signal.
The solid line represents a fit of the data to a resonant (Förster) energy exchange
model.
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6.4 Discussion

The infrared absorption spectrum of the terephthalate linker in the UiO-66 struc-
ture is quite different from that of the terephthalate dianion in an aqueous solution.
Firstly, the cross-section of the νs vibrational mode is almost twice as large as that
of the νas mode in the MOF structure, while in the solution spectrum these bands
have nearly the same amplitude. Interestingly, for disodium terephthalate powder
the cross-section of the νs is also larger than that of the νas band, as can be seen
in Figure 6.8. These findings show that the direct interaction of terephthalate
with metal cations leads to a significant redistribution of the charge density and
bond strengths in the terephthalate structure, thus significantly altering the tran-
sition dipole moments of the carboxylate stretch vibrations. We also find that the
absorption band of the νPh vibration gets much stronger in the MOF structure
compared to terephthalate in aqueous solution. A similar effect is observed for
solid disodium terephthalate. The νPh vibration has the same symmetry and ori-
entation of its transition dipole as the νs vibration, and the observed enhancement
of the νPh vibration is likely due to the interaction between the two vibrations and
the increased cross-section of the νs vibration.

We find that the νs and νas vibrations of the terephthalate ion show an ultra-
fast energy equilibration when terephthalate constitutes the linker ion of UiO-66.
This result differs from what was observed for the aqueous terephthalate dianion
solution. The observations for aqueous solution described in chapter 5 indicated
the presence of both anharmonic coupling and energy transfer that could be dis-
tinguished from each other. This means that most likely the interaction of the
terephthalate linker with the Zr4+ cations not only changes the cross-sections of
the νs and νas vibrations but also induces faster energy exchange between these
vibrations. The intrinsic vibrational relaxation time constant of ∼ 1.3 ps that we
extract for the equilibrated νs and νas vibrations in the solid sample, is very close
to the vibrational relaxation time constant of these vibrations observed for aque-
ous terephthalate, suggesting that the collective vibrational relaxation rate of the
carboxylate stretch vibrations is only weakly dependent on the ion environment.

Thanks to the significant enhancement of the cross-section of the νPh vibration,
we also observe clear transient signals associated with this vibrational mode for
UiO-66. We also observe pronounced anharmonic coupling and vibrational energy
exchange between νPh and νs. The interaction between νPh and νas is observed
to be much weaker, which can be explained from a simple transition dipole-dipole
coupling model.74 According to this model, the interaction is stronger for νPh and
νs because the transition dipole moments of these vibrational modes are parallel
while the transition dipole moments of νas and νPh are perpendicular to each
other. The intrinsic vibrational relaxation of the νPh mode is observed to be much
slower than for the νs and νas vibrations, which indicates that this vibration has
a quite different relaxation pathway.
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In previous time-resolved vibrational spectroscopy studies of MOFs the relax-
ation of other types of vibrations was investigated. For loaded MIL-53(Al) MOFs
the stretching vibration of the deuterated bridging hydroxyl referred to as µ2-OD
was found to show a relaxation time constant of ∼30-150 ps, depending on the
degree of loading.181 For the C-O-stretching vibration of a carbonyl probe func-
tionalized linker in UiO-66 powder, a bimodal decay was observed, with a 4-5 ps
component and a 40-60 ps component.180 The O-D-stretching vibration of µ2-OD
in MIL-53(Al) thus shows a significantly slower relaxation compared to that in
aqueous systems.25,69 At the same time, the vibrations of carboxylate and car-
bonyl groups of the linker ions in the MOF structure show relaxation rates that
are similar to those observed for these vibrations in aqueous or non-polar solutions.

We observe that the vibrational relaxation of the carboxylate stretch vibrations
leads to a significant residual signal associated with the creation of a long-living
hot state. The likely reason for this observation is that the linker density is quite
high, which implies that a large amount of thermal energy will accumulate in a
limited volume following vibrational excitation and relaxation. Such a heating
effect is not observed for an aqueous terephthalate solution and is also much less
pronounced in a MIL-53(Al) sample, which can be well explained from the much
lower density of µ2-OD groups compared to that of terephthalate linkers in the
UiO-66 membranes.

The relative contribution of the hot state to the overall signal is quite different
for the diagonal and cross-peak signals shown in Figure 6.3. For the νas diagonal
peak we obtain a ratio between the decaying and growing contributions of ∼ 4,
while for the νs → νas signal this ratio is ∼ 1.75. The diagonal signal of νPh

shows practically no end-level, while the cross-peak signal νs → νPh shows a clear
non-zero end level. The relative amplitude of the hot state signal depends on the
cross-sections of the excited and detected vibrations, as well as on the strength
of coupling between them. For the cross-peak signal νs → νPh, the end level is
relatively high because the initial signal relies on the anharmonic coupling of the
two vibrations, which yields a weaker signal than a diagonal signal, while the final
signal (the hot-state end level) is determined by the total energy absorbed from
the excitation pulse (see section 6.6). The excited νs vibration has a large cross-
section meaning that a lot of energy is absorbed, thus leading to a relatively large
thermal effect.

The observation of the hot state signal means that thermalization of the energy
of the excited vibrations results in an immediate red-shift of the vibrational bands
of the carboxylate group. Recently, similar red-shifts have been shown to indicate
a loosening of metal carboxylate linkages in a broad range of carboxylate-based
MOFs.188 Hence, our results show that any heat dissipated in the MOF will lead
to a loosening of the MOF linkages on a picosecond timescale. This information
is important for further mechanistic studies involving MOFs with a broad range
of (photo)catalytic functionalities.
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We find that the anisotropy of the excitation of the νas vibration rapidly decays
due to resonant energy transfer between differently oriented terephthalate ions.
Interestingly, as described in Chapter 5, the νas vibrations of terephthalate ions
in aqueous media show quite slow anisotropy dynamics, which can be explained
from the much larger mutual distance of the terephthalate ions in solution. In that
case the anisotropy dynamics primarily result from the reorientation of the ion.
It should be noted that the energy transfer between the νas and the νs does not
contribute to the anisotropy decay of the νas, as the accepting mode (νs) absorbs
at a different frequency than the probed mode (νas). Hence, this energy transfer
only leads to a change of the total transient absorption signal at the νas frequency,
but not of the anisotropic character of this signal.

For MIL-53(Al) a limited anisotropy decay for the µ2-OD vibration was ob-
served, which was explained with a wobbling in a cone model, i.e. orientational
diffusion within a limited solid angle.181 Resonant (Förster) energy transfer has
also been observed for the C-O stretching vibration of the carbonyl group that
is attached to the aromatic ring of a fraction of terephthalate linkers in UiO-66
powders.180 In this study an acceleration of the anisotropy and central line slope
dynamics were observed upon increasing the fraction of functionalized linkers.180
The timescale of the observed decay was significantly longer (10-50 ps), even for
the highest functionalized linker loadings (14%), than the ∼ 1 ps transfer time
constant that we find for the anisotropy decay of the νas vibration of the carboxy-
late group of the terephthalate linker. This difference can be well explained from
the fact that the vibrations of the carboxylate groups of the terephthalate linkers
are at a much shorter relative distance than the carbonyl groups of a fraction of
functionalized terephthalate linkers: in the UiO-66 structure the nearest neighbor-
ing carboxylate groups are attached to the same Zr4+ cation, and thus very close
to each other. The transfer rate between the vibrations of the carboxylate groups
is thus expected to be quite sensitive to the linker defect content, which will be
the subject of future studies.

6.5 Conclusions
In summary, in this work we presented a new protocol for preparation of poly-
crystalline films of UiO-66 on flat c-sapphire substrates. These metal organic
frameworks consist of Zr4+ ions connected by terephthalate linkers. The advan-
tage of this protocol is that the samples are prepared in a single-step solvothermal
process which does not involve preparation of the precursors such as Zr-based
clusters. Additionally, to the best of our knowledge, no protocols using flat c-
sapphire substrates have been reported. The sapphire substrates have a broad
transparency window in the optical frequency range which is promising for ap-
plications in photocatalysis and electrochemistry. Furthermore, the membranes
prepared according to the protocol contain high concentration of missing linkers.
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Highly defective materials have been proven to be applicable in the absorptive
removal of pollutants,172 gas separation,182 and catalysis169.

We studied the prepared UiO-66 films with Fourier Transform Infrared (FTIR)
spectroscopy and 2D-IR spectroscopy in the fingerprint region. Compared to
terephthalate ions in aqueous solution, we find that the cross-sections of the νs
carboxylate stretch vibration and the νPh are strongly enhanced, probably as a
result of the interaction with the Zr4+ ions. The 2D-IR studies revealed strong
vibrational coupling between the νs and νas stretch vibrations of the carboxylate
group, as well as between the νs vibration and the νPh vibrational modes. We find
that the νs and νas vibrations show an ultrafast energy exchange and thus relax
together with the same effective vibrational relaxation time constant of ∼ 1.3 ps.
The absorption of νPh band shows a slower intrinsic vibrational relaxation with a
time constant of ∼ 6.7 ps. The νs and νPh modes are observed to be anharmon-
ically coupled and to show energy exchange, with an uphill energy transfer time
constant of ∼ 6.9 ps. The measured transient absorption signals show a significant
non-zero signal at long delay times that we attribute to a hot state resulting from
the vibrational relaxation. We find that the anisotropy dynamics of the excita-
tion of the νas vibrations can be well modelled with a Förster energy exchange
model with a time constant of 1 ps. This relatively fast energy transfer can be
explained from the close proximity of the carboxylate groups of differently oriented
terephthalate linkers in the UiO-66 MOF.
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6.6 Appendix
6.6.1 Sample characterization

Figure 6.5. X-ray diffraction patterns of the UiO-66 prepared in the solvother-
mal process. The absence of the peak at 2θ = 8.5◦ corresponding to (200)-
crystallographic plane of the membrane pattern points at preferential (111)-
orientation of the grains of the membrane. With such orientation the cylindrical
symmetry of the sample is preserved

Figure 6.6. Profile of the UiO-66 polycrystalline membrane. The dip at ∼ 125 µm
corresponds to a trench in a film which shows ∼ 700 nm thickness of the film
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Figure 6.7. TGA curves for UiO-66 powder. The initial mass-loss of 11.8% corre-
sponds to removal of residual DMF and acetic acid used as a solvent and a crystal
growth modulator respectively. After this drop, the MOF is fully desolvated and
dehydrated, and the drop of 31.5% at ∼ 550 ◦C corresponds to a total MOF decom-
position. For perfect MOF structure, the mass-loss of 54.6% is expected at the last
step 89, which means that the material under study is missing ∼ 42% of the linkers
in its structure which is approximately 5 of 12 linkers per metal-oxo cluster

Figure 6.8. Comparison of infrared absorption spectra of aqueous disodium tereph-
thalate, solid disodium terephthalate and UiO-66
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Figure 6.9. Infrared absorption spectrum of the sapphire substrate

6.6.2 Analysis of the dynamics of νas → νPh and the νPh →
νas cross-peak signals

The dynamics of νas → νPh and νPh → νas cross-peak signals are analyzed in
Figure 6.12. As can be clearly seen, the νas → νPh and νPh → νas cross-peaks
show almost no relaxation and predominately consist of a small, non-relaxing end-
level. These signals appear to be much weaker than νs → νPh cross-peak as can
be seen from Figure 6.2 . Moreover, neither the dynamics of νas diagonal signal
nor that of the νs → νas cross-peak signal seem to be significantly influenced by
the interaction with νPh. We find that the dynamics of the νPh → νas cross
peak can be described as a combination of a decaying contribution with the same
dynamics as the νPh diagonal peak, followed by the hot state contribution that
grows with the same rate as the decay. The dynamics of νas → νPh cross-peak is
also described by combining a decaying and a growing contribution but the time
constant of these dynamics coincide with that of the relaxation of νas. The fact
that the decaying contribution has the same dynamics as the excited vibration,
points at anharmonic coupling as the interaction mechanism between the νPh and
νas vibrations.

95



Vibrational Interactions in UiO-66 Polycrystalline Membranes

Figure 6.10. Two-dimensional infrared spectra of UiO-66 membranes grown on
sapphire substrates at different waiting times a. T = 2 ps b. T = 10 ps c. T =
200 ps. The spectra are plotted as a function of the excitation frequency (vertical
axis) and the detection frequency (horizontal axis). The black dashed diagonal
line corresponds to ωdetection = ωexcitation. The spectra are scaled relative to the
transient absorption maxima at each waiting time T.
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Figure 6.11. Isotropic transient absorption spectra measured for UiO-66 mem-
branes as a function of waiting time T, and detection frequency ωdetection obtained
by integrating the 2D signals over an excitation frequency interval of 20-50 cm−1 a.
Exciting νas b. Exciting νPh c. Exciting νs
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Figure 6.12. Isotropic transient absorption signals measured for UiO-66 mem-
branes as a function of waiting time T, obtained by integrating the 2D signals over
an excitation frequency interval of 20-50 cm−1 around the maximum frequency of the
absorption bands. Figure a: Exciting νas and detecting at the maximum frequency
of the νPh band (νas → νPh cross-peak signal); b: Exciting νPh and detecting at
the maximum frequency of the νas band (νPh → νas cross-peak signal)
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6.6.3 Analysis of the temperature dependence of the FTIR
spectra of the UiO-66 membranes and interpretation
of the signals at long waiting times

Figure 6.13. Infrared absorption spectra of UiO-66 membranes at elevated tem-
peratures

To corroborate the thermal nature of the transient signals at long waiting time,
we have performed a study of the temperature dependence of the membrane FTIR
spectrum. In Figure 6.13 we show the spectra detected at elevated temperatures
in the frequency region corresponding to the νas vibration. As can be clearly seen
from Figure 6.13, increasing the temperature leads to a shift of the maximum
of the band to lower frequencies without significantly changing the absorption
cross-section. The magnitude of the shift is on the order of a few cm−1 and
proportional to the temperature increase. By subtracting the spectrum detected
at room temperature from the spectra detected at elevated temperature, we obtain
the thermal difference spectra that we show in Figure 6.14. Comparison of Figure
6.14 with Figure 6.11 shows that the shape of the thermal difference spectrum is
very similar to the difference absorption spectra observed at waiting times > 10
ps with 2D-IR spectroscopy. As the shift of the band is much smaller than the
bandwidth, subtraction of the spectra yields an anti-symmetric dispersive shape
of which the amplitude scales with the magnitude of the shift. This shape is
similar to that of the excited state spectrum because the diagonal anharmonicity
is also much smaller than the width of the absorption band. We calculated the
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Figure 6.14. Thermal difference of the infrared absorption spectra of UiO-66
membranes displayed in Figure 6.13

temperature change in the excited volume using the following expression: ∆T =
Eabsorbed/(c·m), where ∆T is the temperature change, Eabsorbed is the excitation
energy absorbed by the sample, c is the heat capacity and m is the mass of the
volume that is excited. The absorbed energy was calculated with the following
equation:

Eabsorbed = Einc

∫ ωmax

ωmin

dω((1− 10−A(ω))S(ω)) (6.1)

where A(ω) is the sample absorbance determined from FTIR spectra, S(ω) the
spectrum of the excitation pulse shown in Figure 6.16. We used ωmin = 1350 cm−1,
ωmax = 1450 cm−1 and ωmin = 1540 cm−1, ωmax = 1610 cm−1 for νs and νas
vibrations respectively. The incident pulse energy Einc was ∼ 5 µJ. To calculate
the mass of the excited volume we used the beam diameter at the sample position
of ∼ 200 µm, the sample thickness of 700 nm (see Figure 6.6), UiO-66 density of
1200 kg/m3 189 and a heat capacity of 1000 J/(kg·K)190. With these parameters,
we calculate an increase in temperature of ∼10K in the case of excitation of the νas
vibration and ∼20K in the case of excitation of the νs vibration. In Figure 6.15,
we show pump-averaged transient spectra corresponding to the diagonal νas peak
(ωexcitation = ωdetection = 1585 cm-1) and the νs → νas cross-peak (ωexcitation =
1395 cm−1, ωdetection = 1585 cm−1). Comparing Figures 6.14 and 6.15 it is clearly
seen that the transient absorption spectra observed at long waiting times shown in
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Figure 6.15. Isotropic transient absorption spectra measured for UiO-66 mem-
branes at waiting time T = 200 ps for νs → νas cross-peak signal (blue), νas diago-
nal signal (orange). Note that decimal logarithm was used to calculate the transient
absorption

Figure 6.15 match quite well with the thermal difference spectra shown in Figure
6.14. This result corroborates the assignment of the transient absorption spectra
at waiting times >10 ps to a (local) heating effect, i.e. completed vibrational
relaxation and thermal equilibration in the excited volume of the UiO-66 film.
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Figure 6.16. Spectral profile of the excitation pulse
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7
Molecular orientation of small

carboxylates at the water-air interface
∗

We study the properties of formate (HCOO−) and acetate (CH3COO−) ions at the
surface of water using heterodyne-detected vibrational sum-frequency generation
(HD-VSFG) spectroscopy. For both ions we observe a response of the symmetric
(νs) and antisymmetric (νas) vibrations of the carboxylate group. The spectra
further show that for both formate and acetate the carboxylate group is oriented
toward the bulk, with a higher degree of orientation for acetate than for formate.
We find that increasing the formate and acetate bulk concentrations up to 4.5 m
does not change the orientation of the formate and acetate ions at the surface, and
does not lead to saturation of the surface density of ions.

∗This chapter is based on: Carolyn. J. Moll, Alexander A. Korotkevich, Jan Versluis and Huib J.
Bakker, Molecular orientation of small carboxylates at the water/air interface, Phys. Chem. Chem.
Phys., 2022 24, (17), 10134-10139
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7.1 Introduction
Carboxylic acid (-COOH) and carboxylate (-COO−) groups are involved in many
important interfacial processes, such as molecular recognition at bio-membranes,
protein folding, and energy conversion and storage.31,33–35,135 The chemical and
physical properties of the carboxylate anion differ strongly from those of the con-
jugate carboxylic acid.191–193 Further, carboxylates form strong ionic bonds with
different metal cations, giving rise to metal carboxylates as well as more elaborate
structures such as carboxylate-based metal-organic frameworks.137–141 Long-chain
carboxylates are also frequently utilized as surfactants to solubilize hydrocarbons
in fuel extraction.194,195 During the last decades, the pronounced surface activity
of long-chain carboxylic acids and long-chain carboxylates inspired many studies
of the acid/base equilibrium, the surface propensity, and the orientation proper-
ties of these systems in dependence on the chain length, the concentration and
the pH.59,61,196–198 Surface-specific X-ray photoelectron spectroscopy (XPS) stud-
ies showed that the surface propensity increases with increasing chain length.199
Furthermore, it has been shown that the carboxylic acid has a higher surface affin-
ity compared to its conjugate carboxylate anion.199 While many studies have been
devoted to the properties of long-chain carboxylic acids and carboxylates at aque-
ous surfaces, much less attention has been given to the surface properties of small
carboxylate ions like acetate and formate. Surface tension measurements and MD
simulations indicate that the propensity of formate and acetate to be located at
the surface of water strongly differ: while the addition of formate to water does
not significantly change the surface tension, adding acetate leads to a substantial
lowering of the surface tension.200,201

In this work we perform HD-VSFG measurements to investigate the surface
properties of aqueous sodium formate and sodium acetate solutions. For both
formate and acetate, we observe a vibrational surface response of the carboxylate
group, and we can determine the net orientation of these ions at the solution
surface. We compare our results with surface tension measurements and MD
simulations.

7.2 Experiments
We prepared 0.9 - 4.5 molal (m) solutions of formate and acetate in D2O by mixing
of D2O with the appropriate amount of salt in a vial. We used sodium formate
(≥99.0%, Fluka Analytical), sodium acetate (anhydrous, for molecular biology ≥
99%, Sigma Aldrich) and D2O (99.9% atom D, Aldrich) as received. The sample
preparation and experimental setups used in this study are described in sections
3.1, 3.2, and 3.6
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Figure 7.1. a. Chemical structures of formate and acetate ions b. Normalized
FTIR spectra of 2.25 m D2O solutions of sodium formate (red) and sodium acetate
(blue) in the frequency region of 1300 -1650 cm−1.

7.3 Results
In Figure 7.1, we show the normalized FTIR spectra of solutions of 2.25 m sodium
formate and sodium acetate in D2O in the 6 µm region. The high-frequency band
is assigned to the antisymmetric stretch vibration (νas) of the carboxylate group.
For formate this band is centered at 1590 cm−1 and for acetate at 1565 cm−1.
The low-frequency band is assigned to the symmetric stretch vibration (νs) of the
carboxylate group and is centered at 1352 cm−1 for formate and at 1417 cm−1 for
acetate. For the formate solution an additional band at 1380 cm−1 is observed
which has been assigned earlier to the in-plane C-H bending vibration.147 For
acetate an additional band at 1350 cm−1 band is observed which can be assigned
to the CH3 deformation vibration. The symmetries of the CH vibrations and νs
are different. (A1 and B1 respectively) and hence mixing between these bands is
formally not possible.147,202–204

To compare the absorption strengths of the different bands, we normalize the
spectra to the maximum amplitudes of the νas vibrations. We observe that the
νs vibration is almost twice as intense for acetate than for formate. We studied
the concentration dependence of the spectra, as shown in Figures 7.5 and 7.6, and
found that the ratio between the νs of the carboxylate ions and the bending mode
of D2O (δD2O) scales very well with the solute concentration. We also observe that
for both formate and acetate, the line shapes of the carboxylate stretch vibrations
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Figure 7.2. Im[χ(2)] spectra of a solution of 2.25 m sodium formate (red) and
sodium acetate (blue) in D2O in the frequency region of 1300 -1650 cm−1. The
measurements are taken in SSP polarization configuration.

are quite independent of the concentration.
Figure 7.2 presents the Im[χ(2)] spectra of solutions of 2.25 m sodium formate

(red) and sodium acetate (blue) in D2O obtained from HD-VSFG in the frequency
region of 1300 - 1650 cm−1. The Im[χ(2)] spectra show a positive band at 1350
cm−1/1410 cm−1, and a negative band at 1590 cm−1/1550 cm−1 for formate/ac-
etate. In line with the FTIR spectrum, we assign the low-frequency band to the
νs vibration and the high-frequency band to the νas vibration of the carboxylate
group.

In SSP polarization combination only vibrational modes with a transition dipole
moment (TD) component parallel to the surface normal can be observed. Hence,
considering that the TD of the νas vibration of the carboxylate group is perpen-
dicular to that of νs, only the latter vibration would have been detected in case
the carboxylates would have their molecular c-axis parallel to the surface normal.
In earlier studies of long-chain carboxylates only the band of the νs vibration of
the carboxylate group was observed in SSP polarization combination, indicating
that for long-chain carboxylates the c-axis is indeed oriented parallel to the surface
normal. For long-chain carboxylates the νas band could only be observed in SPS
polarization configuration.198 Thus, the observation of the νas band in Figure 7.2
for formate and acetate shows that for these carboxylates the molecular c-axis is
at a nonzero angle with respect to the surface normal. We observe that for both
carboxylate solutions, the νs vibrational mode has a positive sign in the Im[χ(2)]
spectrum. As the transition dipole moment of the νs vibration is aligned paral-
lel to the c-axis of the carboxylate group, this observation implies that formate
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Figure 7.3. Im[χ(2)] spectra of aqueous a. sodium formate and b. sodium acetate
solutions in D2O with different concentrations in the range of 0.9 - 4.5 m. (c-d)
show the amplitudes of the bands of the νs and νas vibrations as a function of the
carboxylate concentration.

and acetate orient with their carboxylate group toward the bulk. HD-VSFG mea-
surements of formate and acetate solutions performed in the 3 µm region that we
show in Figure 7.9, support this assignment, as these measurements show a nega-
tive sign of the C-H stretch vibration of the methine group of formate (νCH) and
the symmetric CH3 stretch vibration of the methyl group of acetate (νCH3,SS).
These negative signs show that the C-H bonds of the carboxylate anions have a
net orientation pointing toward the air.205

Comparing figures 7.2 and 7.1, we note that in the SFG spectrum the νas band
is substantially weaker compared to the νs band than in the FTIR spectrum. This
difference can be explained by the fact that the χ(2) response measured in HD-
VSFG is proportional to the product of the TD and the Raman transition matrix
element. The νas vibration shows only weak Raman activity compared to the νs
vibration147, thus decreasing the SFG signal of the νas vibration relative to that
of the νs vibration.

We observe in Figure 7.2 that the amplitudes of the νas bands of the sodium
formate and sodium acetate solutions are almost the same. In previous studies,
it was found that acetate has a quite high surface propensity, while formate was
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found to have a very low surface propensity.199,201 In view of this difference in
surface propensity, it is quite unexpected that the VSFG response of νas is about
equal in amplitude for acetate and formate solutions. The effect of the higher
surface propensity of acetate is probably compensated by a larger tilt angle of
the c-axis with respect to the surface normal for formate. A larger tilt angle
enhances the amplitude of the band of the νas vibration. To further investigate this
interpretation, we also performed HD-VSFG measurements of acetate and formate
solutions in SPS polarization combination that we compare to measurements in
SSP polarization combination. From the combined data, we obtain for acetate
a tilt angle θ of 45◦ and for formate significantly larger than 45◦ but smaller
than 90◦. The SPS spectroscopic data and underlying methodology is presented
in chapter 8 where we focus on the determination of orientational properties of
carboxylate anions using SSP and SPS χ(2) spectra.

In Figure 7.3 we show Im[χ(2)] spectra of sodium formate and sodium acetate
solutions at different concentrations in the range of 0.9 - 4.5 m and the amplitudes
of the bands corresponding to the νs and νas vibrational modes as a function of
the concentration. For both formate and acetate, we observe that the amplitudes
of the νs and νas bands increase linearly with the bulk concentration. This result
shows that the surface does not get saturated with formate/acetate ions up to
bulk concentrations of 4.5 m. Sodium acetate and sodium formate are relatively
small molecular ions and show a significantly lower surface propensity compared
to surfactants like stearate which have long hydrophobic tails. Hence, the effect of
surface adsorption becomes visible only at a relatively high salt bulk concentration
(> 1 m). Another consequence of the limited surface propensity is that the surface
coverage does not saturate, even at a bulk concentration of 4.5 m.

We also observe that increasing the bulk concentration of formate/acetate leads
to a shift of the vibrational bands to higher frequencies, and an increasing asym-
metry of the band shape. This change of the spectral shape and position is most
clearly seen for the νas band and can be explained by dispersion of the refractive
index in the vicinity of a vibrational resonance, which in turn affects the Fres-
nel factors. We modeled the VSFG response of the νs and νas vibrations using
a three-layer model, combined with a Lorentz model to calculate the change of
the refractive index of the interfacial layer with increasing carboxylate concen-
tration. The concentration-dependent bulk refractive index was obtained from
infrared absorption spectra shown in Figure 7.5 using the extinction coefficient of
δD2O vibrational band ϵ = 17.1 (M · cm)−1 as described in section 2.3.3. In Figure
7.4 we compare the experimental and calculated VSFG responses for an aqueous
solution of sodium acetate at different concentrations. At high ion concentrations,
the infrared refractive index and the Fresnel factor of the infrared light acquire a
strong frequency dependence due to the vibrational resonances. This change of
the Fresnel factor leads to an increase of the high-frequency wings of the responses
of the νs vibrations and νas vibrations. As a result, the bands become asymmetric
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and the maxima shift to higher frequencies. It is also observed that the band of
the νas vibration is more affected than the band of the νs vibration. This can
be explained from the higher infrared cross-section of the νas vibration, which
induces a stronger frequency dependence of the refractive index and the Fresnel
factor at frequencies near the frequency of this vibration. We conclude that the
three-layer model accounts very well for the experimentally observed changes in
spectral shape and position. This means that these changes can be fully explained
by Fresnel effects and are not caused by changes in the direct molecular envi-
ronment of formate and acetate, e.g. by changes in hydrogen-bond strength or
configuration upon increasing the carboxylate concentration.

Figure 7.4. a. Experimental and b. calculated Im[χ(2)] spectra of aqueous sodium
acetate solutions for different concentrations in the concentration range of 0.9 - 4.5
m. The calculated Im[χ(2)] spectra are obtained by accounting for the effect of
acetate on the infrared Fresnel factors using the three-layer model, as described in
section 2.3.3
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7.4 Discussion
Previous surface tension measurements by Minofar et al. show that for aqueous
acetate solutions a clear decrease in surface tension is observed with increasing
concentration, indicating that acetate is surface-active.200,201 These surface tension
measurements are accompanied by MD simulations, yielding the density profile of
the carboxylate ion near the surface. For acetate it is found that the density is en-
hanced compared to that of water at the surface, meaning that this ion has a clear
surface propensity.200,201 In addition, the MD simulations show that the acetate
ions are oriented with their carboxylate groups pointing toward the bulk. Our
observation of a strong positive νs band in the HD-VSFG spectrum of aqueous ac-
etate, agrees well with the results of these previous surface tension measurements
and MD simulations.200,201 Interestingly, in the same study it is found that the
addition of sodium formate does not lead to a significant change of the surface
tension.201 The accompanying MD simulations show that the density at the sur-
face of formate is lower than that of water and that the formate ions do not have
a preferred orientation.201 The latter result is not in agreement with our observa-
tions. The HD-VSFG spectrum of formate shown in Figure 7.2, in particular the
positive νs vibrational band, show that formate has a net orientation of its car-
boxylate group toward the bulk, albeit that the SPS data show that the degree of
orientation is not very strong and much less than that of acetate. The fact that the
addition of sodium formate does not significantly change the surface tension also
indicates that formate is present at the surface, probably showing a very similar
dependence of its density profile on the depth into the solution as water.

7.5 Conclusions
In conclusion, we performed Fourier Transform Infrared (FTIR) absorption and
heterodyne-detected vibrational sum frequency generation (HD-VSFG) measure-
ments of aqueous sodium formate and sodium acetate solutions. The HD-VSFG
spectra contain responses of both the symmetric (νs) and the antisymmetric (νas)
vibrations of the carboxylate group. The νs band has a positive sign which shows
that formate and acetate both have a net orientation with their carboxylate group
pointing toward the bulk. The observation of the νas band in the HD-VSFG spec-
trum of the formate and acetate solution and additional HD-VSFG measurements
performed in SPS polarization configuration show that the c-axis of these ions is
at a nonzero angle with respect to the surface normal. From the amplitudes of
the νas bands and the SPS measurements, it follows that this angle is smaller for
acetate than for formate. We find that the amplitudes of both vibrational bands
increase linearly with bulk concentration up to concentrations of 4.5 m. This find-
ing implies that, even at these high bulk concentrations, the surface is not getting
saturated with carboxylate ions, and that there is no significant change of the
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orientation angle of the formate and acetate ions with increasing concentration.
Finally, we found that at high carboxylate concentrations the νs and νas bands
in the HD-VSFG spectrum become asymmetric and shift to higher frequencies,
which can be quantitatively explained from the change of the Fresnel factor of the
infrared beam.

7.6 Appendix

Figure 7.5. IR absorption spectra of sodium acetate solutions in D2O in the
concentration range of 0.9 - 4.5 m in the frequency region within 1150 - 1650 cm−1 .
The spectra are scaled with respect to the bending mode of D2O appearing at 1210
cm−1

Figure 7.6. IR absorption spectra in the frequency region within 1150 - 1650 cm−1

The spectra are scaled with respect to the bending mode of D2O appearing at 1210
cm−1
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Figure 7.7. Imaginary (bottom) and real (top) parts of the refractive index in
the frequency region 1300 -1650 cm−1 of aqueous solution of acetate at different
concentrations. The cross-sections of the νs and νas vibrations of acetate were
determined using the known cross-section of the D2O bending mode centered at
1210 cm-1. The real part of the refractive index is calculated using Kramers-Kronig
relation.

Figure 7.8. IR absorption spectra in the frequency region 2750 - 3100 cm−1 of 4.5
m sodium formate and sodium acetate solutions in D2O.

In Figure 7.9 we show the Im[χ(2)] spectra in 3 µn frequency region. The spec-
trum of the acetate solutions in H2O and D2O shows two narrow negative features
at 2880 cm−1 and 2940 cm−1 that we assign to the symmetric stretching vibration
of the methyl group, (νCH3,ss), and the Fermi resonance of the νCH3,ss and the
overtone of the antisymmetric bending mode of the methyl group, respectively.
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In addition, the spectra show a narrow positive band at 3000 cm−1 that we as-
sign to the antisymmetric stretching vibration of the methyl group (νCH3,as)83,147.
For formate the spectra show a single negative band in the CH region centered
at 2800 cm−1, which we assign to the stretch vibration of the methine group of
the formate ion (νCH). The signs of the Im[χ(2)] responses of the νCH3,ss and
νCH3,as vibrations of acetate and the νCH of formate indicate that both ions have
a net orientation at the water surface with their CH bonds pointing toward the
air phase. Furthermore, the Im[χ(2)] spectrum of acetate in H2O shows a positive
band at 3000 - 3500 cm−1 that can be assigned to hydrogen-bonded OH stretch
vibrations. The positive sign of the OH stretch band implies that the interfacial
water molecules have a net orientation with their hydrogen atoms pointing toward
the air, which can be explained from the negative charge of the acetate ions at the
interface. The Im[χ(2)] spectrum of formate in H2O shows a weak negative band
in the frequency region 3000 - 3500 cm−1. The amplitude of this band is smaller
than that of the neat water surface. The weak response of formate solutions in
the frequency region 3000 - 3500 cm−1 indicates that the water molecules have no
clear net reorientation close to the surface upon the addition of the formate ions,
which can be explained from the smaller surface propensity of formate compared
to acetate. This finding is in line with previous surface tension measurements that
show a negligible change in surface tension of formate solutions. In Figure 7.9 we
also observe that for a solution of 4.5 m acetate the free O-H peak at 3700 cm−1

is no longer present while it is still observed for a solution of 4.5 m formate. This
observation can be explained from the fact that for a solution of 4.5 m acetate
the surface concentration of carboxylate ions is much higher than for a solution of
formate. This is also in line with previous surface tension measurements showing
that for aqueous acetate solutions, the surface tension decreases with increased
acetate content, which is not the case for formate solutions. In addition, in the
case of acetate adsorbed to the surface, a methyl group is sticking out of the sur-
face, which is a much bulkier group than the C-H group of formate. Hence, for
an aqueous solution of 4.5 m formate, much more room is left at the surface for
dangling (free) water O-H groups than for an aqueous solution of 4.5 m acetate.
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Figure 7.9. a) Im[χ(2)] spectra in the frequency region 2800 - 3720 cm−1 of neat
water (gray) and an aqueous formate solution with a concentration of 4.5 m in H2O
(dark red) and D2O (red).(b) Im[χ(2)] spectra in the frequency region within 2800 -
3720 cm−1 of neat water (gray) and an aqueous acetate solution with a concentration
of 4.5 m in H2O (dark blue) and D2O (blue). All measurements are taken in SSP
polarization configuration.
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8
Molecular Orientation of Carboxylate

Anions at the Water/Air Interface
studied with Heterodyne-Detected

Vibrational Sum-Frequency
Generation ∗

The carboxylate anion group plays an important role in many (bio)chemical sys-
tems and polymeric materials. In this work, we study the orientation of car-
boxylate anions with various aliphatic and aromatic substituents at the water/air
interface by probing the carboxylate stretch vibrations with heterodyne-detected
vibrational sum-frequency generation (HD-VSFG) spectroscopy in different po-
larization configurations. We find that carboxylate groups with small aliphatic
substituents show a large tilt angle with respect to the surface normal, and that
this angle decreases with increasing size of the substituent. We further use the
information on the orientation of the carboxylate group to determine the hyper-
polarizability components of this group.

∗This chapter is based on: Alexander A. Korotkevich, Carolyn. J. Moll, Jan Versluis and Huib
J. Bakker Molecular Orientation of Carboxylate Anions at the Water/Air Interface studied with
Heterodyne-Detected Vibrational Sum-Frequency Generation
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8.1 Introduction
Carboxylic acids and carboxylate anions are abundant in biological and abiotic
systems and ubiquitous in organic synthesis reactions and industrial
applications.31,33,34,137,145,194,195,206–208 Both species can be located at aqueous in-
terfaces, dependent on their overall hydrophobic/hydrophilic character, the sub-
phase pH, and the ionic strength. Previous studies have focused on the de-
gree of surface adsorption, the surface pKa of carboxylic acids,196,199,209 the in-
teraction of Langmuir-Blodgett monolayers of long-chain fatty acids with metal
cations,61,197,198 and the mechanisms of emulsion stabilization by carboxylic acid/-
carboxylate surfactants210. An important property of carboxylate ions and car-
boxylic acids at the water-air interface concerns their orientation, as this property
impacts their spatial charge distribution and solvation structure, which play an
important role in atmospheric processes, the chemistry of aerosols, and soil chem-
istry.

Vibrational sum frequency generation spectroscopy (VSFG) is an efficient tool
for investigating interfacial molecules and ions. This technique is highly surface
specific and enables the characterization of the adsorption and orientation prop-
erties of species adsorbed at a phase boundary via their vibrational response. The
growing interest in the molecular orientation and adsorption of molecules and ions
at interfaces stimulates VSFG studies of various interfaces relevant for material
design and biochemistry.35,211–216 Previous VSFG studies have focused on the ori-
entation of interfacial water molecules at neutral and charged interfaces,35,57,84,217
the structure of biodegradable polymers218 and proteins219, the adsorption of
small molecules,56,220–222 and the molecular properties of surfactants58,223. VSFG
spectroscopy has been used to study the orientation of formic, acetic, and hexanoic
acids at the water-air interface59,63,224. In Chapter 7 we applied this technique to
study the orientation of formate and acetate anions probing the symmetric stretch
vibration (νs), and the antisymmetric stretch vibration (νas) of the carboxylate
group. The measured signals allowed for an estimation of the tilt angle θ of these
species at the water-air interface.

The tilt angle θ is defined as the angle between the molecular c-axis and the
laboratory z-axis, as shown in Figure 8.1a. The average tilt angle of the acetate ion
was found to be ∼ 45◦, while that of the formate ion was found to be close to 90◦.
These results appear to be in contrast with previous MD simulations that indicated
that for acetate and benzoate ions the tilt angle would show a distribution with
its maximum at ∼ 0◦ and a FWHM of ∼ 50-60◦. These observations stimulate
further exploration of the dependence of the tilt angle of carboxylate anions on
the size and structure of the substituent.

In this work, we study the molecular orientation of carboxylate anions with
aliphatic substituents with different chain lengths and aromatic substituents at the
water-air interface. We probe the response of the νas carboxylate stretch vibra-
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tion with heterodyne detected vibrational sum frequency generation (HD-VSFG)
spectroscopy in different polarization configurations. We combine this information
with the measured responses of the νs carboxylate stretch vibration, which allows
us to determine the relation between several of the hyperpolarizability components
of the carboxylate anion group. In Figure 8.1 we show structural formulas of the
carboxylate anions investigated in this work. The studied anions can be divided
into two groups. The first group includes ions with aliphatic chains with a different
number of carbon atoms: formate, acetate, propionate, hexanoate and octanoate.
The second group includes aromatic species with different structures: benzoate
and 2-naphthoate.

Figure 8.1. a. Definition of the tilt angle θ, red spheres represent oxygen atoms of
a carboxylate anion b. Chemical structures of the carboxylates under study
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8.2 Experiments
We used sodium carboxylates as received: formate (≥99.0%, Fluka Analytical),
acetate (anhydrous, for molecular biology ≥ 99%, Sigma Aldrich), propionate
(minimum 99%, Sigma), hexanoate (99-100%, Sigma), octanoate (≥99%, Sigma),
benzoate (> 99%, Sigma Aldrich), 2-naphthoate (> 98%, TCI). To prepare the
samples, we dissolved appropriate amounts of the salts in D2O (99.9% atom D,
Aldrich). For each carboxylate, we chose the concentration such to obtain a signal-
to-noise ratio that is more than sufficient to reliably determine the amplitudes of
the VSFG-responses of the νs and νas vibrations of the carboxylate groups in
different VSFG polarization combinations.

The sample preparation and experimental setups used in this study are described
in sections 3.1, 3.2, and 3.6

To extract information about the orientation of the carboxylate ions at the
surface, we determine the peak amplitude of the νas vibration from the Im[χ(2)]
spectra collected in SSP and SPS polarization combinations, where the notation
SS(P)P(S) refers to S-polarized light at ωSFG, S(P)-polarized light at ωvis, and
P(S)-polarized light at ωIR. The tilt angle θ can be determined directly from the
ratio of the amplitudes of the responses of the νas vibration in the SSP and SPS
Im[χ(2)] spectra:

Im[χ
(2)
SSP,νas

]

Im[χ
(2)
SPS,νas

]
= −A

⟨cosθ⟩ −
⟨
cos3θ

⟩
⟨cos3θ⟩

(8.1)

The coefficient A is introduced to account for the ratio of the Fresnel coefficients
and the ratio of the sines of the incidence angles of ωIR and ωvis beams. The
calculation of the cosine terms on the right-hand side of equation 8.1 includes
integration over the angular distribution of the carboxylate anion. In section 2.3.5
we provide a detailed theoretical background underlying the methodology.

8.3 Results
In Figure 8.2 we show linear infrared absorption spectra of the studied carboxy-
lates in the 6 µm region. The spectra of formate, acetate and propionate are
shown in Figure 8.2a. The assignment for formate and acetate can be found in
Chapter 7. For propionate, we assign the bands centered and 1415 cm−1 and
1553 cm−1 to the νs and νas vibrations of the carboxylate group, respectively and
the bands centered at 1374 cm−1 and 1468 cm−1 to the symmetric (δCH3,s) and
antisymmetric δCH3,as) bending vibrations of the CH3 group.60,147,225

As can be seen in Figure 8.2b, the spectra of hexanoate and octanoate look
almost identical. Similarly to the propionate ion, we assign the bands centered at
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Figure 8.2. Infrared absorption spectra of 1 m sodium carboxylates a. formate
(purple), acetate (red), propionate (orange) b. hexanoate (green), octanoate (blue)
and c. benzoate (black), 2-naphthoate (khaki). The spectra are normalized with
respect to the amplitude of the band corresponding to the νas vibration
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1412 cm−1 and 1550 cm−1 to the νs and νas vibrations, respectively, and the band
centered at 1462 cm−1 to the δCH3,as mode.

For both benzoate and 2-naphthoate the bands corresponding to νs and νas
vibrations are centered at 1390 cm−1 and 1550 cm−1, respectively, and have very
similar resonant frequencies, as shown in Figure 8.2c. For the benzoate ion, the
band centered at 1596 cm−1 corresponds to a ring mode of the ion. This band is
relatively strong and is thus likely of mixed character, borrowing oscillator strength
from the νas vibration.226 2-naphthoate shows a plethora of weaker absorption
bands, resulting from the coupling of the vibrations of the two-ring aromatic system
with the νs and νas modes of the COO− group.

In Figure 8.3 we show Im[χ(2)] spectra of formate, acetate and propionate D2O
solutions, measured in SSP and SPS polarization configuration. In Figure 8.3a
it is seen that the SSP-spectrum of formate shows a positive band at ∼ 1355
cm−1, and a negative band at ∼ 1590 cm−1, corresponding to the νs and νas
vibrations of the carboxylate group, respectively, in agreement with the results
of Chapter 7. The SPS spectrum of formate does not show a significant signal
in this frequency region. For sodium acetate (Figure 8.3b), we also observe a
positive band at ∼1415 cm−1, corresponding to νs, and a negative band centered
at ∼1565 cm−1, corresponding to νas in the SSP spectrum, also in agreement with
the results of Chapter 7. The band centered at ∼1350 cm−1 corresponds to
the δCH3,s vibration. In contrast to formate, the SPS spectrum of acetate does
show a significant signal, in the form of a clear positive peak near 1560 cm−1,
corresponding to the νas vibration. Finally, in Figure 8.3c the SSP-spectrum of
sodium propionate shows a positive band at ∼ 1415 cm−1 and a negative band
at ∼ 1550 cm−1 that are assigned to the νs and νas vibrations, respectively. The
SPS-spectrum shows a strong positive peak at 1550 cm−1 corresponding to the νas
vibration and an additional weak positive peak at ∼1465 cm−1 that corresponds
to the δCH3,as vibration. For acetate and propionate, the absolute amplitudes
of the bands corresponding to the νas vibration are very similar in the SSP and
SPS spectra, whereas for formate the νas band is much stronger in SSP than in
SPS. As follows from equation 8.1, these findings indicate that the tilt angle of the
carboxylate group of formate is very different from that of acetate and propionate,
and that the tilt angles of acetate and propionate are quite similar.

To further investigate the dependence of Im[χ(2)] spectra on the aliphatic chain
length, we also measured the Im[χ(2)] spectra of hexanoate and octanoate solutions
as shown in Figure 8.4. The spectra of the two ions are quite similar, and the
assignment of the observed bands is the same as for propionate. The absolute
amplitude of the νas band is lower in the SSP spectra than in the SPS spectrum,
which indicates that the carboxylate group has a different orientation compared
to acetate and propionate.

Finally, we examine the Im[χ(2)] spectra of the aromatic ions benzoate and 2-
naphtoate as shown in Figure 8.5. The SSP spectrum of sodium benzoate shows
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Figure 8.3. SSP and SPS Im[χ(2)] spectra of a. 4.5 m sodium formate b. 2.5
m sodium acetate and c. 1 m sodium propionate. The solid lines represent the
experimental spectra, while the filled dashed lines represent Gaussian fits to the
data
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Figure 8.4. SSP and SPS Im[χ(2)] spectra of a. 0.2 m sodium hexanoate b. 0.04
m sodium octanoate. The solid lines represent experimental spectra, while the filled
dashed lines represent Gaussian fit to the data
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Figure 8.5. SSP and SPS Im[χ(2)] spectra of a. 0.3 m sodium benzoate b. 0.075
m sodium 2-naphthoate. The solid lines represent experimental spectra, while the
filled dashed lines represent Gaussian fit to the data
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Table 8.1. Parameters extracted from the analysis of Im[χ(2)] spectra

Ion |ASSP ,νas
/ASPS,νas

| |ASSP ,νas
/ASSP ,νs

| (βaac + βbbc)/βccc βaca/βccc
Formate > 13 0.92 ± 0.06 2.0±0.2 2.0±0.2
Acetate 1.16 ± 0.19 0.3 ± 0.03 2.0±0.2 1.2 ± 0.2
Propionate 0.85 ± 0.15 0.31 ± 0.04 2.0±0.2 1.3 ± 0.2
Hexanoate 0.42 ± 0.09 0.16 ± 0.03 2.0±0.2 1.2 ± 0.2
Octanoate 0.23 ± 0.06 0.13 ± 0.04 2.0±0.2 1.2 ± 0.2
Benzoate 0.57 ± 0.08 0.14 ± 0.02 0.6 ± 0.2 0.7 ± 0.2
Naphthoate 0.31 ± 0.09 0.1 ± 0.02 - -

a positive band at ∼ 1390 cm−1 and a negative band centered at ∼ 1555 cm−1,
corresponding to the νs and νas vibrations, respectively. The SPS spectrum of
benzoate shows two bands at similar frequencies, both with a positive amplitude.
In addition, we observe a weak positive band at ∼ 1610 cm−1. Following the
assignment of the FTIR absorption spectra, we assign this band to a vibration
of mixed character, involving the νas vibration of the carboxylate group and ring
vibrations of the benzoate ion. The Im[χ(2)] spectra of 2-naphthoate ion contain
multiple bands. Similarly to the benzoate ion, the band centered at ∼1390 cm−1

corresponding to the νs vibration, is positive in both the SSP and SPS spectrum,
while the band centered at ∼1555 cm−1 corresponding to the νas vibration, is
negative in the SSP spectrum and positive in the SPS spectrum. The other bands
are assigned to ring modes of the 2-napthoate ion. For both benzoate and 2-
naphthoate, the νas band has a higher absolute amplitude in the SPS spectrum
than in the SSP spectrum.

To obtain a quantitative determination of the tilt angle of the different carboxy-
late ions, we fit the bands of the Im[χ(2)] spectra with Gaussian functions. As the
width of the bands measured in SSP and SPS polarization combinations are simi-
lar, the ratio of the band areas is well represented by the ratio of their amplitudes.
Using the extracted amplitudes we determine the |Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
]| ra-

tio. This ratio is shown in Table 8.1.
We first assume a δ angular distribution and calculate the angles ⟨θ⟩ = θδ using

this assumption and equation 8.1. The dependence of the angular terms in the
right-hand side of equation 8.1 and their ratio on the tilt angle are shown in Figure
8.6a.

For formate, it is not possible to determine amplitudes from the Im[χ(2)] spec-
trum measured in SPS polarization combination, as this amplitude is close to 0.
Considering the dependence of the angular term in the SPS-polarization combi-
nation, we conclude that this ion has a large tilt angle, close to 90◦. However,
the fact that we do observe a clear response in the SSP polarization combination
shows that the angle must be smaller than 90◦, otherwise this response should also
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Figure 8.6. a. Calculated dependence of the angular terms for SSP and SPS
polarization combinations and the Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
] ratio assuming a δ-

distribution of the tilt angle θ; b. Tilt angle θδ extracted for aliphatic carboxylates
with different chain lengths assuming a δ-distribution of the tilt angle θ; c. De-
pendence of the average angle < θ > on the Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
] ratio ob-

tained by integration over the Gaussian angular distribution described in the text.
The FWHM of the distribution is reflected in the colors of the contour plot and
the colored solid lines correspond to the carboxylates under study: acetate (red),
propionate (orange), benzoate (yellow), hexanoate (green), 2-naphthoate (blue), oc-
tanoate (purple)
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have vanished. If we estimate the minimal detectable relative Im[χ(2)] value to be
0.05, we obtain an absolute |Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
]| ratio > 13, which implies

a tilt angle θδ > 75◦.
For acetate and propionate the values of θδ are 47◦ ± 2◦ and 42◦ ± 3◦, respec-

tively, meaning that these angles are similar. The long-chain carboxylates are less
tilted: θδ = 33◦ ± 3◦ for hexanoate and θδ = 26◦ ± 3◦ for octanoate. For the
aromatic carboxylates, we extract θδ = 37◦ ± 3◦ and θδ = 29◦ ± 4o for benzoate
and 2-naphthoate respectively. The tilt angles of the aliphatic carboxylates are
presented in Figure 8.6b as a function of the number of carbon atoms. It is clearly
seen that θδ decreases with increasing alkyl chain length.

Using a δ angular distribution for the tilt angle is not a realistic approximation.
Therefore, we also analyzed the orientation of the ions including a Gaussian angular
distribution function with a central angle and a certain width. To investigate how
the ratio of equation 8.1 depends on the central angle and the width of the Gaussian
distribution, we integrated the angular terms in the ratio of equation 8.1 as well
as the angle θ over Gaussian distribution functions with different central angles θc
and values for the full width at half maximum of the Gaussian (FWHM) varying
between 0◦ and 90◦. It should be noted that these distribution functions are not
symmetric as the angle θ can only have positive values. Moreover, the θ values
in the distribution near zero (i.e. perpendicular to the surface) will negligibly
contribute because of the sin(θ) term in the integration over spherical coordinates.
The details of this calculation can be found in sections 2.3.5, 8.6.

Combining the calculated dependencies of ⟨cosθ⟩−⟨cos3θ⟩
⟨cos3θ⟩ ratio and ⟨θ⟩ on the

parameters of the distribution, we obtain the dependence of the average tilt angle
⟨θ⟩ on the ⟨cosθ⟩−⟨cos3θ⟩

⟨cos3θ⟩ ratio and FWHM of the distribution which we show in
Figure 8.6c. We find that for ratios < 0.4 the ⟨θ⟩ value is not very sensitive to
the distribution width, and thus for octanoate, 2-naphthoate and hexanoate we
conclude that the average tilt angle is very close to θδ, irrespective of the width
of the angular distribution. For ratios > 0.4, which is the case for benzoate,
propionate, and acetate, the average tilt angle ⟨θ⟩ has θδ as its minimum value
and becomes larger when the width of the angular distribution increases. This
effect becomes more pronounced with increasing ratio.

We further investigate the relations between the hyperpolarizability components
corresponding to the vibrations associated with the carboxylate group. As follows
from equation 2.52, based on the absence of the band corresponding to the νs
vibration in the SPS spectra of the aliphatic species, we conclude that βaac +
βbbc ≈ 2βccc. For benzoate and 2-naphtoate the νs vibration is observed in the
SPS spectra. Using the observed ratio and the values of ⟨cosθ⟩ and

⟨
cos3θ

⟩
, as

determined from the responses measured for the νas vibration in SSP and SPS
configurations, we can determine the ratio (βaac + βbbc)/βccc for benzoate, and
we obtain for this ratio a value of 0.5±0.2. We do not perform a similar analysis
for 2-naphthoate ion because the character of the νs vibration is likely smeared
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out over many different bands, as shown in Figure 8.2. We also determined the
ratio between βaca and βccc using the |Im[χ(2)

SSP ,νas
]/Im[χ(2)

SSP ,νs
]| ratio that can

be obtained by dividing equation (2.49) by equation (2.51). The results of the
analysis are summarized in Table 8.1, and details of the calculations are given in
section8.6.

8.4 Discussion
In previous studies of long-chain fatty acids adsorbed at the water-air inter-
face,61,227 only the νs vibrational band of the carboxylate group was observed,
and the νas band was not detected. A similar observation was done for carboxy-
late ions adsorbed on fluorite60 and on nanoceria surfaces228. These observations
contrast with the present work, for all studied carboxylates the SSP Im[χ(2)] spec-
trum shows clear responses of both the νs and νas vibrations of the carboxylate
group. The response of the νas band in the SSP Im[χ(2)] spectrum is determined
by the magnitude of the hyperpolarizability component βaca and the orientation of
the ion. From the angular terms of equation (2.49) it follows that the νas vibration
can only be observed if the net transition dipole of the vibration is not parallel
to the surface (⟨θ⟩ ̸= 0◦). In the cited previous studies long carboxylate ions in
packed monolayers and carboxylate ions adsorbed to solid surfaces in a bidentate
manner were studied. In these cases, the tilt angle of the main axis will be close
to zero which means that the transition dipole moment of the νas vibration is
likely oriented close to parallel to the surface normal, which likely explains why
this vibration was not observed in the SFG spectrum. Interestingly, for formate
adsorbed to a fluorite surface, the ion has been shown to have a nonzero tilt angle
but nevertheless the νas band was still not observed.60 This latter result was at-
tributed to low probability of Raman transition corresponding to the νas vibration
which enters as a factor in the expression for βaca component. Indeed, the Raman
response of the νas vibration of formate in aqueous solution and in solid salts has
been observed to be quite small.147 An advantage of the technique of HD-VSFG
used in the present study is that with this technique directly the complex χ(2) is
measured, whereas in previous intensity SFG experiments the measured response
was proportional to |χ(2)|2. Weak resonances like that of the νas vibration are
much easier distinguished in the complex χ(2) spectrum than in the |χ(2)|2 spec-
trum, as this latter spectrum is dominated by the stronger resonances, i.e. νs,
and usually also gets further complicated by interference effects between different
resonances and between resonances and a non-resonant background.

In the SPS spectra of propionate, hexanoate, and octanoate a weak band cen-
tered at ∼ 1465 cm−1 is observed that is assigned to the δas,CH3

band. Inter-
estingly, this band has been observed before in the SSP spectrum of propionate,
while for octanoate no clear response was detected when the ions were adsorbed
to a fluorite surface.60 This difference likely also originates from a difference in the
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orientation of the carboxylate ion at the surface. The observation of δas,CH3
also

requires that the net orientation of the transition dipole of the δas,CH3
vibration

significantly differs from parallel to the surface.
Our results show that small carboxylate ions have their carboxylate groups sig-

nificantly tilted at the water-air interface. Formate ion constitutes a special case
showing a very large tilt angle. As formate does not have a clear hydrophobic part
like the other carboxylates, its orientation at the water surface is not driven by
preferential dehydration of its hydrophobic part. In accordance with this notion,
previous MD studies point to a very low surface activity of formate and a pref-
erence for bulk-like solvation of this ion.200 Recently, Yu et al applied HD-VSFG
combined with AIMD simulations to investigate the orientation of formic acid (the
protonated form of formate).63 In this work, the tilt angle for the C-H bond of the
ion, which coincides with the tilt angle defined in the present study, was found
to be ∼56◦. This implies that the protonated carboxylic acid group is less tilted
compared to the deprotonated carboxylic group of the formate.

For acetate and propionate, the tilt angles are smaller than for formate, which
can be well explained by the presence of a methyl and ethyl group in their molec-
ular structure that causes the ions to be more hydrophobic than formate. For
both ions, θδ ∼ 45◦. Interestingly, in MD simulations of acetate at the water-air
interface, it was found that the orientational distribution would show two max-
ima.200 The first maximum is around 0◦ and corresponds to ions pointing with
their carboxylate group maximally into the bulk while the second maximum, with
a much smaller amplitude, would correspond to ions pointing into the bulk with
their methyl groups. A comparison with our work is difficult because of the com-
pletely different form of the orientational distribution functions, assumed Gaus-
sian versus doubly peaked. In previous studies it was found that the spectroscopic
results could be well described with a Gaussian orientational distribution.229,230
However, it would be of high interest if more detailed information on the shape
of the orientational distribution function of various carboxylate ions could be ob-
tained, for instance by combining spectroscopic results with molecular dynamics
simulations. Such a combined approach involving VSFG measurements has re-
cently been successfully used to elucidate the orientational distribution of formic
acid at the water-air interface.63 An interesting finding is that the tilt angles of
the longer-chain hexanoate and octanoate ions are quite close to that of the 2-
naphthoate ion. This is most likely because the sizes of the hydrophobic parts of
these ions are very similar. For benzoate ion, the tilt angle is slightly larger (θδ
= 37◦), which can be well explained from the smaller size of its hydrophobic part.
The benzoate ion has a smaller tilt angle than acetate and propionate but larger
than hexanoate and octanoate and thus takes an intermediate position between
long-chain and small-chain carboxylates.

The effect of including a non-zero width of the angular distribution function on
the obtained values of ⟨θ⟩ strongly depends on the experimental

128



8.5 Conclusions

|Im[χ(2)
SSP ,νas

]/Im[χ(2)
SPS,νas

]| ratios. For small ratios and (θδ < 30◦), the effect
is negligible, hence ⟨θ⟩ has to be similar to θδ, irrespective of the width of the
angular distribution, which applies to compounds with large substituents such as
long-chain carboxylates. However, smaller ions that have a larger ⟨θ⟩, require more
information on the orientation distribution function for an unambiguous determi-
nation of ⟨θ⟩, as a broad range of ⟨θ⟩ and distribution widths can yield the same
|Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
]| ratio, as determined from the VSFG experiments.

Finally, based on the information related to the orientational distribution we
extract ratios of hyperpolarizability components for the carboxylate ions, namely
(βaac + βbbc)/βccc and βaca/βccc. For aliphatic species, (βaac + βbbc)/βccc ≈ 2 was
extracted. Interestingly, a previous theoretical study of the hyperpolarizability
components for the CH2 group which like the carboxylate group possesses C2v

symmetry, yielded βbbc = 0 and βaac = 2βccc,231 which is in close agreement with
the present results for the carboxylate ion. In view of the similarity of the obtained
(βaac+βbbc)/βccc ratios for small and intermediate chain length carboxylates, this
result can likely be generalized and used for future studies of orientational proper-
ties of different species in which the -COO− group is attached to an sp3-hybridized
carbon atom such as deprotonated residues of proteins and other biomolecules. For
benzoate we obtain quite different results, namely (βaac + βbbc)/βccc ≈ 0.6. This
difference can probably be explained from the interaction of the π-electrons of the
carboxylate group with the π-electrons of the highly polarizable aromatic ring.

8.5 Conclusions
We studied the orientation of different carboxylate anions at the water-air inter-
face with heterodyne-detected vibrational sum frequency generation (HD-VSFG)
experiments. We studied the aliphatic carboxylate anions formate, acetate, pro-
pionate, hexanoate, and octanoate and the aromatic carboxylate anions benzoate
and 2-naphthoate. We probe the νs and νas stretching vibrations of the carboxy-
late group in the 6 µm region. For all ions, we observe a clear surface response of
the vibrations of the carboxylate groups and the different substituents. From the
ratio of the amplitudes of the responses of the νas vibration measured in SSP and
SPS polarization combinations (Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
]), we determine the tilt

angle θδ of the ions at the water/air interface assuming a δ angular distribution.
We find that increasing the size of the hydrophobic part of the ion leads to a de-
crease of the tilt angle of the carboxylate group of ions. Formate ion has a large
θδ > 75◦, while acetate and propionate have a θδ of ∼47±2◦ and ∼42±3◦, respec-
tively. For hexanoate and octanoate we obtain tilt angles θδ of 33◦ ± 3◦ and θδ =
26◦ ± 3◦, respectively. For the aromatic carboxylates, we extract θδ = 37◦ ± 3o
and θδ = 29◦ ± 4◦, for benzoate and 2-naphthoate, respectively.

We further investigated the effect of the width of the angular distribution as-
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suming this distribution to be Gaussian. By integrating the cosine terms over
the distribution, we obtain the relation between the average tilt angle ⟨θ⟩ and the
Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
] ratio, as is determined from the experiments. For the

larger aliphatic carboxylate anions and naphthoate, we find that the average tilt
angle ⟨θ⟩ is independent of the width of the Gaussian angular distribution and
thus equal to θδ. For acetate, propionate and benzoate, the average tilt angle
⟨θ⟩ that follows from the measured ratio Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
], has θδ as its

minimum value, and becomes larger with increasing width of the angular distribu-
tion. Finally, using the additional information encoded in the amplitudes of the
peaks corresponding to the νs vibration we obtain (βaac+βbbc)/βccc and βaca/βccc
ratios for the carboxylate group. The (βaac + βbbc)/βccc ≈ 2 for aliphatic ions,
which agrees with previous estimations for CH2 groups. For the benzoate ion we
find (βaac + βbbc)/βccc ∼ 0.5. This difference can probably be explained from the
interaction of the π-electrons of the carboxylate group with the π-electrons of the
highly polarizable aromatic ring. For formate, we get a ratio βaca/βccc of ∼ 2
which is larger than the ratio of ∼ 1.2 obtained for the other aliphatic ions and
the ratio of ∼0.7 obtained for the benzoate ion.

8.6 Appendix

8.6.1 Dependence of the Im[χ(2)
SSP ,νas

]/Im[χ(2)
SPS,νas

] ratio on
the Fresnel coefficients and the experimental geome-
try

The measured χ(2) value is related to the χ(2) in laboratory coordinate system
according to equations 2.47, 2.48. Dividing equation 2.47 by equation 2.48 yields
a dependence of the ratio of the SSP and SPS signals on
Lyy(ωvis)Lzz(ωIR)sinφIR/(Lzz(ωvis)Lyy(ωIR)sinφvis).

We investigate the dependence of the Fresnel coefficient accounting for the
change of nvis and nIR upon dissolving sodium carboxylates in water. We calcu-
late the Fresnel coefficients using the three-layer model combined with the modi-
fied Lorentz model to determine the interfacial refractive index n’ as described in
section 2.3.3

For nvis, we used refractometry data of sodium acetate solutions obtained from
previous work.232 As can be seen from Figure 8.7a, nvis shows a linear increase with
concentration. As can be seen from Figure 8.7b, this increase leads to <1% change
in the ratio of Fresnel coefficients. Hence, the Im[χ(2)] spectra of solutions with
different concentrations of acetate do not show a strong variation of the Fresnel
coefficient at ωvis.

The concentration dependence of the Fresnel coefficients near ωIR has been in-
vestigated in Chapter 7. The absorption of infrared light by carboxylate ions
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Figure 8.7. a. Dependence of the refractive index nvis at ωvis on the concentration
of sodium acetate b. Dependence of Lyy(ωvis)/Lzz(ωvis) on the concentration of
sodium acetate
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Figure 8.8. Dependence of Lzz, Lyy and the Lzz/Lyy ratio on the bulk refractive
index

causes dispersion of the refractive index nIR, and the magnitude of this disper-
sion increases with increasing carboxylate concentration. This dispersive effect
primarily leads to a shift of the maximum of the spectrum of the generated sum-
frequency light, and hardly affects the amplitude of the band. In Figure 8.8 we
show the dependence of the ratio Lzz(ωIR)/Lyy(ωIR) on the bulk refractive in-
dex. As can be seen, the change of the ratio Lzz(ωIR)/Lyy(ωIR) induced by
the change of the refractive index does not exceed 5%. The value of the ratio
Lyy(ωvis)Lzz(ωIR)/(Lzz(ωvis)Lyy(ωIR)) value will thus be close to 1 at all infrared
frequencies, as can be seen from Figures 8.7 and 8.8. Hence, we conclude that the
variation of Lyy(ωvis)Lzz(ωIR)/(Lzz(ωvis)Lyy(ωIR)) with salt concentration has a
negligible effect on the determination of the tilt angle based on the experimental
Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
] ratio.

8.6.2 Integration of angular terms over angular distribu-
tion

To calculate the average values of ⟨θ⟩, ⟨cosθ⟩ and ⟨cos3θ⟩ an integration over the
angular distribution function is required. The Gaussian distribution function is
defined by equation 2.55 and the average value is calculated using equation 2.54.

Of course, if a δ-distribution is assumed, ⟨θ⟩ = θc ≡ θδ, ⟨cosθ⟩ = cosθδ, ⟨cos3θ⟩ =
cos3θδ. The dependence of the angular terms assuming a delta angular distribution
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is presented in Figure 8.6b.
In Figure 8.9 we show the dependencies of angular terms determining the am-

plitude of the band corresponding to the νas in SSP (Figure 8.9a) and SPS (Figure
8.9b) spectra on the parameters of Gaussian distribution.

By dividing the dependence in Figure 8.9a by the dependence in Figure 8.9b
we obtain the dependence of the ⟨cosθ⟩−⟨cos3θ⟩

⟨cos3θ⟩ ratio that we show in Figure 8.10a.
This ratio is directly related to the Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
] obtained from the

measurements.
In Figure 8.10b we also show the dependence of ⟨θ⟩ on the parameters of the

Gaussian distribution. By combining the information displayed in Figure 8.10a
and Figure 8.10b we obtain the dependence of ⟨θ⟩ on the ⟨cosθ⟩−⟨cos3θ⟩

⟨cos3θ⟩ ratio and
the FWHM of the Gaussian distribution, shown in Figure 8.6c.

To understand the orientational properties of the formate ion, it is important
to discuss the dependencies of the angular terms in Figure 8.9. As the amplitude
of the band corresponding to the νas vibration in the SPS spectrum is very close
to 0, the θδ must be quite large, as follows from Figure 2b. At the same time, as
a strong negative response is observed in the SSP spectrum θδ must be smaller
than 90◦, as follows from Figure 2a. We estimate the smallest measurable relative
Im[χ(2)] value to be 0.05 for SPS polarization, which yields a ⟨cosθ⟩−⟨cos3θ⟩

⟨cos3θ⟩ ratio
of ∼ 13 and hence 75◦ as a lower boundary for θδ. Note that if a lower amplitude
in the SPS spectrum was used in the calculations, only a larger tilt angle could be
extracted. Furthermore, as follows from Figure 8.10b, with θδ = 75◦, increasing
the FWHM can only increase the ⟨θ⟩, thus we conclude that ⟨θ⟩ > 75◦ for formate.
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Figure 8.9. Dependence of a. ⟨cosθ⟩ - ⟨cos3θ⟩ b. ⟨cos3θ⟩ on θc and FWHM of
Gaussian distribution obtained by integration over Gaussian functions
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Figure 8.10. Dependence of a. ⟨cosθ⟩−⟨cos3θ⟩
⟨cos3θ⟩ ratio and b. ⟨θ⟩ on θc and the

width of the Gaussian distribution obtained from equation (2.55). The colored solid
lines correspond to the carboxylates under study: acetate (red), propionate (black),
benzoate (yellow), hexanoate (green), 2-naphthoate (blue), octanoate (purple)
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8.6.3 Determination of the relations between the hyperpo-
larizability components

As can be noticed directly from the measurements, the band corresponding to the
νs vibration is absent in the SPS spectra of the aliphatic carboxylates. As follows
from equation 2.52, this observation implies that βaac + βbbc ≈ 2βccc as the angular
term is non-zero considering the non-zero amplitude of the band corresponding to
the νas vibration in the SSP spectrum. Given that, it can be noted that the second
term of equation 2.51 of the main text for the νs vibration in SSP polarization
combination also must vanish and the expression thus simplifies to its first term.
Hence, by dividing equation 1 of the main text by equation 3 of the main text we
obtain:

Im[χ
(2)
SSP ,νas

]

Im[χ
(2)
SSP ,νs

]
≈ − 2βaca

βaac + βbbc + 2βccc

⟨cosθ⟩ −
⟨
cos3θ

⟩
⟨cosθ⟩

≈ − βaca
2βccc

⟨cosθ⟩ −
⟨
cos3θ

⟩
⟨cosθ⟩

(8.2)

Therefore, the experimental ratio depends on both the angular distribution and
the ratio of the βaca and βccc hyperpolarizability components. Based on the infor-
mation on the angular distribution obtained from the Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νas
],

we can determine the value of the ⟨cosθ⟩−⟨cos3θ⟩
⟨cosθ⟩ entering equation 8.2 indepen-

dently. With this information, we obtain the βaca/βccc for aliphatic ions.
For the aromatic species, the estimation is more elaborate as the band corre-

sponding to the νs vibration is non-zero in the SPS spectrum. Dividing equation
2.49 of the main text by equation 2.52 of the main text and taking the experimental
Im[χ(2)

SSP ,νas
]/Im[χ(2)

SPS,νs
] ratio yields:

Im[χ
(2)
SSP ,νas

]

Im[χ
(2)
SPS,νs

]
= − 2βaca

βaac + βbbc − 2βccc
≈ −0.92 (8.3)

Further, dividing equation 2.49 by equation 2.52 combined with the experimental
Im[χ(2)

SSP ,νas
]/Im[χ(2)

SSP ,νs
] ratio, we obtain:

Im[χ
(2)
SSP ,νas

]

Im[χ
(2)
SSP ,νs

]
= − 2βaca

βaac + βbbc + 2βccc

⟨cosθ⟩ −
⟨
cos3θ

⟩
⟨cosθ⟩

−

− 2βaca
βaac + βbbc − 2βccc

⟨cosθ⟩ −
⟨
cos3θ

⟩
⟨cos3θ⟩

≈ −0.14

(8.4)

In this equation, the ratio of the hyperpolarizability components in the second
term is known from equation 8.3, and the ratios of the angular terms are ob-
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Figure 8.11. Dependence of a. ⟨cosθ⟩ b. (⟨cosθ⟩ - ⟨cos3θ⟩)/⟨cosθ⟩ on θc and the
FWHM of the Gaussian distribution obtained from equation (2.55).
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Figure 8.12. Dependence of ⟨cosθ⟩−⟨cos3θ⟩
⟨cosθ⟩ on ⟨cosθ⟩−⟨cos3θ⟩

⟨cos3θ⟩ obtained from equation
(2.55).

tained similarly to the case of the aliphatic carboxylates, as described before. By
combining equations 8.3 and 8.4, we obtain βaac+βbbc

βccc
≈ 0.5 and βaca

βccc
≈ 0.7
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Summary

Tracking Water Molecules and Carboxylate Ions in
Confinement Using Advanced Vibrational

Spectroscopy

In this thesis we describe studies of water molecules and carboxylate anions in
different types of confinement using linear infrared absorption spectroscopy, fem-
tosecond polarization resolved infrared pump-probe and two-dimensional infrared
spectroscopies, as well as heterodyne-detected vibrational sum-frequency gene-
ration spectroscopy. In Chapters 2 and 3 we describe the necessary theoretical
background and experimental setups used in the studies.

In Chapter 4 we study ultrafast dynamics of water molecules in binary mix-
tures with 2,6-lutidine near lower solution transition temperatures. Due to the
formation of strong hydrogen bonds between water molecules and the solute and
hydrophobic hydration of the solute, increasing the solute fraction leads to increas-
ing heterogeneity of the hydrogen bond network and deceleration of the reorienta-
tional dynamics of the increasing fraction of water molecules. A smaller fraction
of water molecules gets enclosed in clusters by the solute molecules. Decreasing
the system temperature leads to a decrease of the size of the clusters, thereby
increasing the overall hydrophobic surface exposed to water. The decrease of the
transition temperature before the critical point is due to domination of the en-
tropic effect of hydrophobic hydration. The increase of the transition temperature
after the critical point is due to domination of the enthalpic effect of water-solute
hydrogen bonding.

In Chapter 5 we study ultrafast dynamics of aqueous acetate and terephthalate
ions. We find that the interaction of the symmetric (νs) and the antisymmetric
(νas) vibrations of the carboxylate anion groups of these ions involves anharmonic
coupling and energy transfer. Both vibrational relaxation and energy transfer are
faster in the terephthalate than in acetate likely due to a denser manifold of ac-
cepting vibrational combination states of the former and solvation effects. We use
the obtained results in Chapter 6 to study vibrational interactions in tereph-
thalate linkers of UiO-66 membranes that we grow on flat c-sapphire substrates.
Compared to terephthalate ions in aqueous solution, the cross-sections of the νs
carboxylate stretch vibration and the νPh are strongly enhanced, as a result of the
interaction with the Zr4+ ions. The νs and νas vibrations of the carboxylate group,
as well as the νs and the νPh vibrational modes show strong vibrational coupling.
The νas and νPh modes show a significantly weaker interaction. The νs and νas
vibrations show an ultrafast energy exchange and thus relax together with the
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same effective vibrational relaxation time constant of ∼ 1.3 ps. The absorption of
the νPh band shows a slower intrinsic vibrational relaxation with a time constant
of ∼ 6.7 ps. The νs and νPh modes are observed to be anharmonically coupled and
to show energy exchange, with an uphill energy transfer time constant of ∼ 6.9
ps. The measured transient absorption signals show a significant non-zero signal
at long delay times that is attributed to a hot state resulting from the vibrational
relaxation. The νas show Förster energy exchange with a time constant of ∼ 1 ps,
which is explained from the close proximity of the carboxylate groups of differently
oriented terephthalate linkers.

In Chapter 7 we study the surface adsorption and orientation of formate and
acetate ions at the water-air interface. Both ions have a net orientation with
their carboxylate group pointing toward the bulk. The c-axis of these ions is
at a nonzero angle with respect to the surface normal and this angle is smaller
for acetate than for formate. Even at high bulk concentrations, the surface is
not getting saturated with carboxylate ions, and for both ions there is no sig-
nificant change of the orientation angle when the concentration increases. At
high carboxylate concentrations the presence of ions at the surface significantly
changes the Fresnel factor of the infrared beam that in turn modifies the lineshapes
of the vibrational bands in the spectra. Further, in Chapter 8 we investigate
the orientational properties of carboxylate ions. We compare ions with different
substituents: formate, acetate, propionate, hexanoate, octanoate, benzoate and
2-naphthoate. We find that increasing the size of the hydrophobic part of the
ion leads to a decrease of the average tilt angle of the carboxylate group of the
ions. Finally, we obtain (βaac+βbbc)/βccc and βaca/βccc ratios for the carboxylate
group. The (βaac + βbbc)/βccc ≈ 2 for aliphatic ions. For the benzoate ion we
find (βaac + βbbc)/βccc ∼ 0.5. This difference can probably be explained from the
interaction of the π-electrons of the carboxylate group with the π-electrons of the
highly polarizable aromatic ring. For formate, we get a ratio βaca/βccc of ∼ 2
which is larger than the ratio of ∼ 1.2 obtained for the other aliphatic ions and
the ratio of ∼ 0.7 obtained for the benzoate ion.

The obtained results contain valuable information on the structure and ultrafast
dynamics of abundant chemical species in confined environments. We believe that
it stimulates further progress in related research and technology areas.
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Het volgen van watermoleculen en carboxylaationen
in inperking met behulp van geavanceerde

vibratiespectroscopie

In dit proefschrift beschrijven we de studies naar watermoleculen en carboxy-
laationen in verschillende types inperking, met behulp van lineaire infrarood ab-
sorptie spectroscopie, femtoseconde polarisatie opgeloste infrarood pomp-probe
spectroscopie en tweedimensionale infraroodspectroscopie, alsook heterodyne gede-
tecteerde vibrationele somfrequentie generatie spectroscopie. In Hoofdstuk 2 en
3 beschrijven we de nodige theoretische achtergrond en experimentele opstellingen
gebruikt in deze studies.

In Hoofdstuk 4 bestuderen we ultrasnelle dynamica van watermoleculen in bi-
naire mengsels met 2,6-lutidine nabij onderste oplossing overgangstemperaturen.
Door de vorming van sterke waterstofbruggen tussen watermoleculen en de opgeloste
stof, en door hydrofobe hydratatie van de opgeloste stof, zorgt het verhogen van
de opgeloste stof fractie voor een verhoogde heterogeniteit van het waterstof-
brugnetwerk en een vertraging van de reoriëntatiedynamica van de toegenomen
fractie watermoleculen. Een kleine fractie watermoleculen wordt ingesloten in
clusters door de opgeloste moleculen. Het verlagen van de temperatuur van het
systeem leidt tot een toename in de grootte van de clusters, en verhoogt daarbij
het algehele hydrofobe oppervlak dat aan water blootgesteld wordt. De afname
van de overgangstemperatuur voor het kritisch punt komt door de overheersing
van het entropisch effect van hydrofobe hydratatie. De toename van de overgang-
stemperatuur na het kritisch punt komt door de overheersing van het enthalpisch
effect van water-lutidine waterstofbruggen.

In Hoofdstuk 5 bestuderen we de ultrasnelle dynamica van waterige oplossin-
gen van acetaat- en tereftalaationen. We vinden dat bij de interactie van de sym-
metrische (νs) en de antisymmetrische (νas) vibraties van de carboxylaatanion
groepen van deze ionen anharmonische koppeling en energieoverdracht betrokken
zijn. Zowel vibrationele relaxatie als energieoverdracht zijn sneller in tereftalaat
dan in acetaat, hoogstwaarschijnlijk door een dichtere variëteit van accepterende
vibrationele combinatietoestanden van de eerste, en solvatatie effecten. We ge-
bruiken de verkregen resultaten in Hoofdstuk 6 voor het bestuderen van de vi-
brationele interacties in tereftalaat linkers van UiO-66 membranen die we groeien
op vlakke c-saffier substraten. Vergeleken met tereftalaationen in waterige oploss-
ing zijn de absorptie dwarsdoorsnede van de νs carboxylaat strekvibratie en de
νPh sterk vergroot, als resultaat van de interactie met de Zr4+ ionen. De νs en νas
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vibraties van de carboxylaatgroep, alsook de νs en de νPh vibraties vertonen sterke
vibrationele koppeling. De νas en νPh vibraties vertonen een significant zwakkere
interactie. De νs en νas vibraties vertonen een ultrasnelle energie-uitwisseling en
relaxeren dus samen met dezelfde effectieve vibrationele relaxatietijdsconstante
van 1.3 ps. De absorptie van de νPh piek vertoont een langzamere intrinsieke
vibrationele relaxatie met een tijdsconstante van ∼ 6.7 ps. We observeren dat de
νs en νPh modi anharmonisch gekoppeld zijn en een langzame energie-uitwisseling
vertonen, met een heuvelopwaarts energie-overdrachtstijdsconstante van ∼ 6.9 ps.
De gemeten transient absorptie signalen vertonen een significant niet-nul signaal
bij lange wachttijden, die is toegewezen aan een ‘hot state’ resulterend van de
vibrationele relaxatie. De νas vertoont Förster energie-uitwisseling met een tijd-
sconstante van 1 ps, die verklaard is door de nabijheid van de carboxylaatgroepen
van verschillend georiënteerde tereftalaat linkers.

In Hoofdstuk 7 bestuderen we de oppervlakte adsorptie en oriëntatie van
formiaat- en acetaationen aan het water-lucht grensvlak. Beide ionen hebben een
netto oriëntatie waarbij hun carboxylaatgroep naar de bulk wijst. De c-as van deze
ionen heeft een niet-nul hoek ten opzichte van de oppervlakte normaal, en deze
hoek is kleiner voor acetaat dan voor formiaat. Zelfs bij hoge bulkconcentraties
wordt het oppervlak niet verzadigd met carboxylaationen, en voor beide ionen is
er geen significante verandering van de oriëntatie hoek bij het verhogen van de
concentratie. Bij hoge carboxylaat concentraties verandert de aanwezigheid van
ionen aan het oppervlak de Fresnel factor van de infrarood bundel significant.
Dit beïnvloedt de vorm van de vibrationele banden in de spectra. Verder onder-
zoeken we inHoofdstuk 8 de oriëntatie eigenschappen van carboxylaationen. We
vergelijken ionen met verschillende substituenten: formiaat, acetaat, propionaat,
hexanoaat, octanoaat, benzoaat en 2-naftoaat. We vinden dat het vergroten van
het hydrofobe deel van het ion leidt tot een afname van de gemiddelde kantelhoek
van de carboxylaatgroep van de ionen. Ten slotte verkrijgen we (βaac + βbbc)/βccc
en βaca/βccc verhoudingen voor de carboxylaatgroep. De (βaac + βbbc)/βccc ≈
2 voor alifatische ionen. Voor het benzoaat ion vinden we (βaac + βbbc)/βccc ∼
0.5. Dit verschil kan waarschijnlijk verklaard worden door de interactie van de
p-elektronen van de carboxylaatgroep met de p-elektronen van de hoog polariseer-
bare aromatische ring. Voor formiaat vinden we een verhouding βbbc)/βccc van ∼
2 water groter is dan de verhouding van ∼ 1.2 verkregen voor de andere alifatische
ionen en de verhouding van ∼ 0.7 is verkregen voor het benzoaation.

De behaalde resultaten bevatten waardevolle informatie over de structuur en
ultrasnelle dynamica van veelvoorkomende chemische verbindingen in ingeperkte
omgevingen. Wij geloven dat het verdere vooruitgang in gerelateerde onderzoeks-
en technologie velden stimuleert.
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